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Quantum mechanics is an endless source of new questions and fascinating observations. Examples can be found in fundamental physics and in applied physics, in mathematical questions as well as in the currently popular debates on the interpretation of quantum mechanics and its philosophical implications.

Teaching quantum mechanics relies mostly on theoretical courses, which are illustrated by simple exercises often of a mathematical character. Reducing quantum physics to this type of problem is somewhat frustrating since very few, if any, experimental quantities are available to compare the results with. For a long time, however, from the 1950s to the 1970s, the only alternative to these basic exercises seemed to be restricted to questions originating from atomic and nuclear physics, which were transformed into exactly soluble problems and related to known higher transcendental functions.

In the past ten or twenty years, things have changed radically. The development of high technologies is a good example. The one-dimensional square-well potential used to be a rather academic exercise for beginners. The emergence of quantum dots and quantum wells in semiconductor technologies has changed things radically. Optronics and the associated developments in infrared semiconductor and laser technologies have considerably elevated the social rank of the square-well model. As a consequence, more and more emphasis is given to the physical aspects of the phenomena rather than to analytical or computational considerations.

Many fundamental questions raised since the very beginnings of quantum theory have received experimental answers in recent years. A celebrated example is the verification of Bell’s inequalities, which has been confirmed in decisive experiments since the late 1970s. Another is the neutron interference experiments of the 1980s, which gave experimental answers to 50 year old questions related to the measurability of the phase of the wave function. More recently, the experiments carried out to quantitatively verify decoherence effects and “Schrödinger-cat” situations have raised considerable interest with respect to the foundations and the interpretation of quantum mechanics.

This book consists of a series of problems concerning present-day experimental or theoretical questions on quantum mechanics. All of these problems are based on actual physical examples, even if sometimes the mathemati-
cal structure of the models under consideration is simplified intentionally in order to get hold of the physics more rapidly. The problems have all been given to our students in the Ecole Polytechnique and in the Ecole Normale Supérieure in the past 15 years or so.

A special feature of the Ecole Polytechnique comes from a tradition which has been kept for more than two centuries, and which explains why it is necessary to devise original problems each year. The exams have a double purpose. On one hand, they are a means to test the knowledge and ability of the students. On the other hand, however, they are also taken into account as part of the entrance examinations to public office jobs in engineering, administrative and military careers. Therefore, the traditional character of stiff competitive examinations and strict meritocracy forbids us to make use of problems which can be found in the existing literature. We must therefore seek them among the forefront of present research. Most of these problems have been set after a one-semester course on quantum mechanics at the senior undergraduate level, which gives you an idea of the type of problems involved. They were given in written examinations which lasted for four hours. Statistically, most students would cover 75% of the content of each problem, and between 5 and 10% of the students gave a more or less complete and correct answer. The three last problems of this book have been designed for the graduate studies program at the Ecole normale supérieure and Université Pierre et Marie Curie. Their solution requires a somewhat deeper knowledge of quantum mechanics, such as second quantization.

We are indebted to many colleagues who either gave us driving ideas, or wrote first drafts of some of the problems presented here. We are particularly grateful to Yves Quéré for “Colored centers in ionic crystals”, Gilbert Grynberg for “Unstable diatomic molecule”, “The hydrogen atom in crossed fields”, “Hidden variables and Bell’s inequalities”, “Spectroscopic measurement on a neutron beam” and “Molecular lasers”, François Jacquet for “Neutrino oscillations”, Philippe Grangier for “Schrödinger’s cat”, Jean-Noël Chazalviel for “Hyperfine structure in electron spin resonance”, Thierry Jolicoeur for “Magnetic excitons”, Bernard Equer for “Probing matter with positive muons”, Vincent Gillet for “Energy loss of ions in matter”, and Yvan Castin, Jean-Michel Courty and Dominique Delande for “Quantum reflection of atoms on a surface” and “Quantum motion in a periodic potential”.

Palaiseau, January 2000

Jean-Louis Basdevant
Jean Dalibard
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1. Colored Centers in Ionic Crystals

When a vacancy is created in a crystal, an electron may be trapped at this location. This bound electron can absorb light at well defined frequencies, thus changing the color of the crystal.

Consider the diatomic crystal NaCl. It is called an ionic crystal because, when the crystal forms, the outer electron of a sodium atom is transferred to a chlorine atom. Hence, in the crystal, the electronic configuration is (Na\(^+\), Cl\(^-\)), and the electrostatic interaction between the Na\(^+\) and Cl\(^-\) ions is responsible for the binding of the structure. The crystal is face centered cubic for both ions. Schematically, the crystal, as seen parallel to one face of the cube can be represented as in Fig. 1.1. Such a structure, called the NaCl structure, is very frequently encountered. It is, in particular, the structure of all alkali halides.

![Diagram of NaCl crystal structure]

**Fig. 1.1.** Structure of the ionic crystal Na\(^+\) Cl\(^-\).

These crystals are transparent if they are sufficiently pure. However, if they are irradiated by energetic photons (X or γ rays), alkali halides become colored. The reason for this is the following. A photon can eject an anion from its site, creating an unoccupied site called a vacancy. This anion vacancy, surrounded by positively charged ions, can trap an electron and restore the local electrical neutrality of the crystal. The trapped electron has a series of energy levels. It can absorb light and jump from the ground state to an
excited state. This process is responsible for the color of the crystal. The electron trapped in the vacancy is called a colored centre, or F-center (from the German Farbenzentrum). The structure of an F-center is shown on Fig. 1.2.

1.1 The Mollwo–Ivey Law

Let \( a \) be the lattice spacing, i.e. the distance between two neighboring Na\(^+\) ions. Measurements of the wavelengths \( \lambda \) or energies \( \varepsilon \) of absorption lines on various alkali halides have been performed by Mollwo and Ivey. The results are displayed in Fig. 1.3. They show that the variations of the absorption energy with the lattice spacing \( a \) follow a simple law.

1.1.1. Express the empirical law that emerges from these measurements as

\[
\varepsilon = K a^n,
\]

where \( \varepsilon \) is in eV and \( a \) is in Å. This is called the Mollwo-Ivey law.

Since, in good approximation, the absorption energy \( \varepsilon \) depends only on the lattice spacing \( a \) and not on its particular nature, one may assume that the shapes of F-centers are the same for all of these crystals and that they only differ by their sizes.

The simplest model one can build consists in assuming that the \( Z \) positive ions nearest neighbors to the F-center form a cubic square well potential inside which the electron is trapped. In first approximation, we shall assume that it is an infinitely deep potential well:

\[
V = 0 \quad \text{for} \quad 0 < x, y, z < a \\
V = \infty \quad \text{otherwise}
\]

1.1.2. What is the number \( Z \) of positive ions directly neighboring to an F-center?
1.2 The Jahn–Teller Effect

When a state of a nonlinear molecule is degenerate, one can show that a distortion of the molecule lifts the degeneracy and stabilizes the molecule. This general effect is called the Jahn-Teller effect\(^1\). In the present case, the F-center and the surrounding ions can be considered as a pseudomolecule which can undergo a Jahn–Teller distortion.

1.2.1. Let us distort the potential well of the vacancy into a parallelepiped as shown in Fig. 1.4. The lengths along the $x$ and $y$ axes are equal and denoted $c$ in the following. The length along the $z$ axis is $b$. It is reasonable to assume that, owing to the rigidity of the crystal, this distortion occurs at constant volume, i.e. $a_0^3 = b c^2$. The distortion is characterized by the parameter $\eta = b/c$.

Show that this distortion lifts the degeneracy of the excited level $E_2$.

Calculate the dependence of the corresponding excited sublevels on the parameter $\eta$. Show that for each excited state, the energy is minimum for a certain value of $\eta$. We denote by $E_2^0$ the smallest energy, corresponding to a value $\eta_0$ of the distortion. Is the F-center stretched along the $z$ axis or flattened in the $(x, y)$ plane?

1.2.2. Calculate the variations with respect to $\eta$ of the ground state energy $E_1$. Calculate the value $E_1^0 = E_1(\eta_0)$.

1.2.3. Plot the variations of $E_1$ and $E_2$ as a function of $\eta$.

1.3 The Stokes Shift

We can now give a simple account of the absorption and emission of light by an F-center. In Sect. 1.1, we have described the absorption of light by an F-center. After a time of the order of $10^{-6}$ s, the electron makes a transition to the ground state and emits radiation, called "luminescence".

Experiment shows that the emission lines are systematically shifted towards longer wavelengths – or equivalently smaller energies – than the corresponding absorption lines. This shift, an example of which is shown in Fig. 1.5 is called the Stokes shift.

1.3.1. Let us first assume that most lines are shifted to the infrared part of the spectrum, which is not visible. Under this assumption, by what simple mechanism do the F-centers color a crystal when the crystal is placed in visible light?
1.3.2. What are the respective colors of the crystals KI, KCl, and NaCl after they have been exposed to X-rays?

We recall that the colors of the spectrum of visible light are, for increasing values of the energy, red (from 1.65 to 2.0 eV), orange (from 2.0 to 2.1 eV), yellow (from 2.1 to 2.3 eV), green (from 2.3 to 2.55 eV), blue (from 2.55 to 2.65 eV) and violet (from 2.65 to 3.1 eV).

We also recall that “complementary colors” are colors which, when associated, give back white light. The main couples of complementary colors are yellow-violet, red-green and blue-orange. Hence when blue is absorbed by a substance in natural white light, the substance appears to be yellow.

1.3.3. We shall now attempt to give a simple description of the Stokes shift. We shall assume that the electronic excitation or de-excitation times are negligible compared to typical times for local distortions of the crystal, these being, in turn, much shorter than the lifetimes of the excited states (of the order of $10^{-6}$ s).

Under these assumptions, give a simple description of the absorption and emission of light by an F-center, using the results of Sect. 1.2.

1.3.4. More quantitatively, show that the results of Sect. 1.2 give a good account of the experimental result shown in Fig. 1.5.

1.3.5. Justify the assumption made in question 1.3.1 by showing that for most crystals of Fig. 1.3, the emission line is in the infrared part of the spectrum. Specify for which crystals this occurs.

1.4 Solutions

Section 1.1

1.1.1. The experimental points lie on a straight line in a log–log plot. The experimental law is of the form $\varepsilon = Ka^n$ with $K \simeq 68$ and $n \simeq -1.85$. 
1.1.2. There are $Z = 6$ positive ions at a distance $a/2$ of the F-center.

1.1.3. Choosing the origin at a vertex of the cube,

(a) the ground state, with energy $E_1 = 3\hbar^2\pi^2/(2ma^2)$, is not degenerate; its wave function is:
$$\psi(x, y, z) = (2/a)^{3/2} \sin(\pi x/a) \sin(\pi y/a) \sin(\pi z/a)$$

(b) the first excited state has a three-fold degeneracy $\psi_{2x}, \psi_{2y}, \psi_{2z}$ with for instance:
$$\psi_{2z}(x, y, z) = (2/a)^{3/2} \sin(\pi x/a) \sin(\pi y/a) \sin(2\pi z/a)$$

...corresponding to an energy $E_2 = 6\hbar^2\pi^2/(2ma^2)$.

1.1.4. The transition $E_1 \to E_2$ corresponds to the absorption of an energy $\varepsilon = E_2 - E_1 = 3\hbar^2\pi^2/(2ma^2)$ where $a$ is the lattice spacing. This expression is of the type (1.1) with $K = 112$ and $n = -2$. The value of $n$ is close to what is experimentally observed ($-1.85$). The constant $K$ is significantly overestimated.

1.1.5. If the effective extension of the potential is $a_0 = \alpha a$, the theoretical formula becomes $\varepsilon = 3\hbar^2\pi^2/(2ma^2\alpha^2)$. Using the value $\alpha = 1.13$ corresponding to $K = 87$ (and $n = -2$), one obtains a good fit to the data as shown in Fig. 1.6.

The effective size of the cube is 13% greater than the lattice size. This is not surprising since each of the six neighboring positive ions attracts the

---

Fig. 1.6. Absorption lines of F-centers in various alkali halides; comparison of the data and the model developed in question 1.1.5.
electron of the F-center. In a more realistic potential model of the F-center, the probability for the electron to be outside the vacancy should be non-zero.

**Section 1.2**

1.2.1. Consider the state

\[ \psi_{2z}(x, y, z) = (2/a_0)^{3/2} \sin(\pi x/a_0) \sin(\pi y/a_0) \sin(2\pi z/a_0) . \]

Under the distortion, it becomes:

\[ \psi'_{2z}(x, y, z) = (2/c)(2/b)^{1/2} \sin(\pi x/c) \sin(\pi y/c) \sin(2\pi z/b) , \]

and the corresponding energy \( E_2 = 6\pi^2 \hbar^2 / (2ma_0^3) \) becomes

\[ E'_{2z} = \frac{\hbar^2 \pi^2}{2m} \left( \frac{2}{c^2} + \frac{4}{b^2} \right) . \]

Setting \( \eta = b/c \), and imposing that the distortion occurs at constant volume, \( a_0^3 = c^2b \), one has \( c = a_0 \eta^{-1/3} \) and \( b = a_0 \eta^{2/3} \), hence

\[ E'_{2z} = \frac{\hbar^2 \pi^2}{2ma_0^2} (2\eta^{2/3} + 4\eta^{-4/3}) . \]

Similarly, one finds that

\[ E'_{2x} = E'_{2y} = \frac{\hbar^2 \pi^2}{2ma_0^2} (5\eta^{2/3} + \eta^{-4/3}) . \]

Clearly, \( E'_{2x} = E'_{2y} \) on one hand, and \( E'_{2z} \) on the other are different from \( E_2 \), and different from one another. The distortion partially lifts the degeneracy.

If we study the variation of \( E'_{2x} \) and \( E'_{2z} \) with respect to \( \eta \), we find that both energies have minimum values:

- \( E'_{2z} \) is minimum for \( \eta = 2 \), where it reaches the value

\[ E'_{2z}(2) = 4.76 \frac{\hbar^2 \pi^2}{2ma_0^3} ; \]

- \( E'_{2x} \) is minimum for \( \eta = \sqrt{2/5} \approx 0.63 \), where it reaches the value

\[ E'_{2x}(\sqrt{2/5}) = 5.52 \frac{\hbar^2 \pi^2}{2ma_0^2} . \]

Both values are smaller than \( E_2 \). The first is the absolute minimum. Hence the energy of the first excited state has the minimum value \( E'_2 = 4.76 \hbar^2 \pi^2/(2ma_0^2) \), for a value \( \eta = 2 \) of the distortion parameter. Since \( \eta > 1 \) this corresponds to an F-center stretched along the \( z \) axis.
1.2.2. When the F-center is distorted, the ground state energy is

\[ E'_1 = \frac{\hbar^2 \pi^2}{2m} \left( \frac{2}{c^2} + \frac{1}{b^2} \right) = \frac{\hbar^2 \pi^2}{2ma_0^2} (2\eta^{2/3} + \eta^{-4/3}). \]

This function is minimum for \( \eta = 1 \), i.e. an undistorted center. Any distortion will increase the energy of the ground state. We have, in particular at \( \eta = 2 \) where the excited state energy is minimum, \( E'_1(\eta_0) = E'_1(2) = 3.57 \frac{\hbar^2 \pi^2}{(2ma_0^2)} \).

1.2.3. The variations of the energy levels with the distortion are shown in Fig. 1.7.

![Energy vs. Distortion](image)

**Fig. 1.7.** Variation of the energy levels, in units \( \hbar^2 \pi^2/(2ma_0^2) \), with the distortion parameter \( \eta \).

Section 1.3

1.3.1. If the emission of light is in the infrared part of the spectrum, it will not produce a coloring of the crystal. The color is only due to absorption. The observed color is the complementary color to that of the absorbed radiation (of energy \( \varepsilon \)).

1.3.2. Among the crystals mentioned, NaCl absorbs violet light (\( \varepsilon \approx 2.75 \text{ eV} \)), its color is therefore yellow. Similarly, KI is green, and KCl is violet.

The first time this problem was given to students, it was actually accompanied with three plastic bags containing respectively yellow, green and light violet crystals. The question was to determine what type of alkali halide was contained in each of them. The crystals had been irradiated overnight in a Van de Graaf accelerator.

1.3.3. If an F-center is distorted after absorbing energy (i.e. after entering its excited state), its energy decreases down to \( E'_2 \). When decaying to the ground state, it will then emit a photon of smaller energy than the energy of the absorbed photon, hence the Stokes shift.

Using the Franck–Condon principle, we can represent the successive steps of the absorption–emission process as follows (Fig. 1.8).
Fig. 1.8. Schematic time description of the absorption–emission process by an F-center.

(0) F-center in its ground state;
(1) Absorption of a photon of energy $\varepsilon = E_2 - E_1$, instantaneous transition to the degenerate state $\psi_2$;
(2) Distortion of the F-center. The electronic energy decreases down to $E_2^0$. The corresponding energy difference $E_2 - E_2^0$ is transferred to the thermal vibrations (phonons) of the crystal.
(3) De-excitation. This process is instantaneous, and occurs on a distorted center. The emitted photon has energy $E_2^0 - E_1'(\eta_0)$.
(4) The F-center recovers its original symmetry. The corresponding energy $E_1'(\eta_0) - E_1$, is again released in the crystal thermal vibrations.

1.3.4. From the previous considerations, the energy of the emission line is, within our model,

$$\varepsilon' = E_2^0 - E_1'(\eta_0) = \frac{\hbar^2 \pi^2}{2ma_0^2} (4.76 - 3.57) = 1.19 \frac{\hbar^2 \pi^2}{2ma_0^2}.$$

This emission energy is smaller than the absorption energy; the ratio is $\varepsilon'/\varepsilon \sim 0.4$. The experimental result for KBr is $\sim 0.44$ (see Fig. 1.5). The agreement of the model with experiment is quite acceptable.

1.3.5. The ratio $\varepsilon'/\varepsilon$ calculated above does not depend on $a_0$, and therefore should not depend on the nature of the crystal. For an absorption energy near the upper part of the visible spectrum, i.e. $\sim 3.1$ eV, the calculated emission energy is of the order of $3.1 \times 0.4 = 1.14$ eV which lies in the infrared region. We therefore conclude that if the absorbed light is in the visible part of the spectrum, (crystals ranging from RbI to KF in Fig. 1.3) then the emission lines lie outside of the visible spectrum. This is the assumption of Sect. 1.3.1.
Further Comments on F-Centers

1. The mechanism by which the F-centers form is still unclear. There are several proposals (the most plausible being due to Pooley) which are based on the assumption that the X-ray photons can ionize the anions once ($A^- \rightarrow A$) or twice ($A \rightarrow A^+$). The resulting species, either electrically neutral or positively charged, is then in a very unstable situation in the middle of all the positive ions. It is then ejected from its site, leaving behind a vacancy (F-center) and reaching an interstitial position.

The color can also be obtained by adding impurities (such as a few Ca$^{++}$ ions in NaCl) to the crystal. This is the reason why many minerals with a marked ionic character are found colored in nature, while they are transparent if they are pure (like quartz). They were contaminated by other ions when they crystallized.

2. The model of Sect. 1.1 accounts for the Mollwo–Ivey law quite reasonably. It is, of course, very simplistic. The actual potential is by no means infinitely deep. By electron spin resonance experiments, one can show that the wave function extends up to the eighth ionic shell surrounding the F-center, i.e. much further than $a_0/2$.

3. The F-centers can move around. A nearby anion can jump into the F-center, which therefore moves in the reverse direction. This process involves the crossing of a potential barrier, and is favored by an increase in temperature. The mobility of an F-center increases with the temperature.

Owing to this mobility, the F-centers tend to disappear, for instance when they reach the surface of the crystal. One can see the color disappear if the crystals are heated.

The color can also disappear progressively if the crystals are exposed to natural light. In fact, the F-centers can then be ionized by ultraviolet photons, which can eject the electron from its vacancy.
2. Unstable Diatomic Molecule

In a diatomic molecule, the interaction between the atoms depends on their electronic configuration. It is conceivable that a molecule is stable if one of the atoms is electronically excited, and unstable if both atoms are in their ground state. We study here such a scheme, and we focus in particular on the dissociation of the molecule when the initially excited atom decays to its ground state.

2.1 Preliminaries

2.1.1. Consider a particle of mass $M$ moving along the $x$ axis and placed in the potential $V_1(x)$:

$$V_1(x) = +\infty \quad \text{for } x \leq x_0$$
$$= 0 \quad \text{for } x > x_0.$$

Let $\varphi_k(x)$ be a stationary solution of the Schrödinger equation with energy $E$. It can be written, for $x > x_0$, as

$$\varphi_k(x) = e^{ik(x-x_0)} + Be^{-ik(x-x_0)}.$$

(a) Express $k$ in terms of $E$.
(b) What is the value of $\varphi_k(x)$ for $x \leq x_0$?
(c) What is the value of $B$?
(d) Write the general solution of the Schrödinger equation in terms of the functions $\varphi_k(x)$.

2.1.2. We now consider a particle of mass $M$ moving along the $x$ axis and placed in the potential $V_2(x)$:

$$V_2(x) = +\infty \quad \text{for } x \leq x_0$$
$$= V_0 + M\omega_0^2 x^2 / 2 \quad \text{for } x > x_0,$$

where $V_0$ is a constant.

(a) What is the wave function for $x \leq x_0$?
(b) Express the eigenfunctions $\chi_n(x)$ of the Hamiltonian in terms of the normalized Hermite functions $\Phi_n(y) = c_n e^{y^2/2} \frac{d^n}{dy^n} e^{-y^2}$.
(c) What are the corresponding energy levels?
2.2 A Molecule Which Is Only Stable in Its Excited States

Consider a diatomic molecule XY. Let \( x \) be the distance between the nuclei (or between the centers of gravity) of the two atoms \( X \) and \( Y \).

The potential energy between the two atoms depends on the excitation state of the electrons. Let \( V(x) \) be this potential energy (for a given electronic state). Then the (lowest) energy levels of the relative motion of the two atoms are obtained by solving the one-dimensional Schrödinger equation

\[
\frac{-\hbar^2}{2M} \frac{d^2}{dx^2} \varphi(x) + V(x) \varphi(x) = E \varphi(x),
\]

where \( M \) is the reduced mass \( M = M_X M_Y / (M_X + M_Y) \).

Let \( V = V_g(x) \) be the potential energy when the electrons are in the ground state and \( V = V_e(x) \) the potential energy when one electron is in its first excited state. The molecule is assumed to be such that \( V_e(x) \) has a minimum at \( x = x_0 \) whereas \( V_g(x) \) is a decreasing function of \( x \), such as shown in Fig. 2.1.

![Fig. 2.1. Variations of the two potentials \( V_g \) and \( V_e \) as a function of the interatomic distance \( x \).](image)

2.2.1. Indicate without calculation whether the stationary states of equation (2.1) are bound states or scattering states (in which case the molecule does not have a stable configuration) in the two cases \( V = V_e(x) \) and \( V = V_g(x) \).

What conclusion may be drawn concerning the stability, or the existence, of the molecule \( XY \) when the electrons are in the ground state or in the excited state?

In your opinion, of the three molecules \( N_2 \), \( He_2 \), \( HCl \), which one could be described by this type of model?
2.2.2. One can build a simple model for this problem by using

\[ V_g(x) = V_1(x) \quad \text{(question 2.1.1)} \quad \text{and} \quad V_e(x) = V_2(x) \quad \text{(question 2.1.2)}. \]

Let the stationary solutions be \( \varphi_k(x) \) in the first case and \( \chi_n(x) \) in the second case. Show that the wave function

\[
\chi_1(x) = C \begin{cases} 
(x - x_0) e^{-\alpha(x-x_0)^2/2} & \text{for } x > x_0 \\
0 & \text{for } x \leq 0,
\end{cases}
\]

where \( \alpha = M\omega_0/\hbar \), and \( C \) is a normalization constant, is a stationary solution in the second case \( V = V_2 \).

What is the corresponding energy \( E \)?

Do solutions with energies less than \( E \) exist? Explain why.

2.2.3. In the initial state, the molecule is assumed to be in the excited electronic state, and its wave function is \( \chi_1(x) \). It can fall back into the electronic ground state by radiating the excitation energy \( E \). One can show that the probability of finding the atoms in the final state \( \varphi_k(x) \) is proportional to

\[
I_{1k} = \left| \int_0^\infty \chi_1(x) \varphi_k(x) \, dx \right|^2.
\]

Calculate this quantity. We recall that

\[
\int_{-\infty}^\infty e^{-\alpha y^2/2} e^{iky} \, dy = \sqrt{\frac{2\pi}{\alpha}} e^{-k^2/2\alpha}.
\]

2.2.4. The molecule is assumed to be initially at rest. One measures the velocity \( v \) of the atom \( X \), of mass \( M_X \), in the final state of the de-excitation process. Let \( P(v) \) be the probability distribution for finding the velocity \( v \). How does \( P(v) \) vary with \( v \) (one can set \( v_0^2 = M\hbar\omega_0/M_X^2 \)). For which value \( v_m \) of \( v \) is \( P(v) \) maximum? Calculate \( v_m \) for \( M_X = M_Y = 6 \times 10^{-27} \) kg, and \( \omega_0 = 3 \times 10^{14} \) s\(^{-1}\).

2.3 Solutions

Section 2.1

2.1.1. One has the usual relations

\[
E = \frac{\hbar^2 k^2}{2M} \quad k = \pm \frac{\sqrt{2ME}}{\hbar}.
\]
For $x \leq x_0$, $\varphi_k(x) = 0$; hence, by writing the continuity equations at $x = x_0$, $1 + B = 0$, i.e. $B = -1$, and

$$\varphi_k(x) = 2i \sin k(x - x_0)$$

for $x \geq x_0$.

The general solution is a wave packet formed with these stationary solutions, $\psi(x, t) = 0$ for $x \leq x_0$, and, for $x \geq x_0$,

$$\psi(x, t) = \int_0^\infty a(k) \sin k(x - x_0) \ e^{-i\hbar k^2 t/(2M)} \, dk,$$

where $a(k)$ is arbitrary (provided that the expression is square integrable).

**2.1.2.** We set $z = x - x_0$. For $z > 0$ the potential is harmonic. The condition $V = \infty$ for $z < 0$ implies that the wave functions should vanish at the origin. The stationary solutions are therefore, for $z > 0$, the eigenfunctions of a harmonic oscillator in $z$ which vanish at $z = 0$, i.e. the Hermite functions of odd indices, the variable being $z\sqrt{\alpha}$, with $\alpha = M\omega_0/\hbar$:

$$\chi_n(x) \propto \Phi_{2n-1}((x - x_0)\sqrt{\alpha})$$

for $x \geq x_0$

$$= 0$$

for $x \leq x_0$,

and $E_n = V_0 + (2n - \frac{1}{2})\hbar\omega_0$, $n = 1, 2, \ldots$.

The ground state is $E_1 = V_0 + (3/2)\hbar\omega_0$ and the corresponding wave function is $\chi_1(x) \propto (x - x_0)e^{-\alpha(x-x_0)^2/2}$.

**Section 2.2**

**2.2.1.** In case 1 ($V = V_g$), the system is unbound; one has only scattering states.

In case 2 ($V = V_e$), there are some eigenstates of the Hamiltonian corresponding to bound states, at least if the well depth in $r_0$ is deep enough. The potentials of Fig. 2.1 describe a molecule which is unstable when the electrons are in the ground state (the potential $V_g(x)$ is repulsive and the molecule dissociates spontaneously into two atoms). Among the three molecules under consideration, only He$_2$ could be described by this model, since both N$_2$ and HCl are known to be very stable in their ground electronic state. Actually the molecule He$_2$ can also be formed in its electronic ground state since the potential $V_g$ has in reality a very shallow minimum. There is a single bound state in this potential well, with a binding energy $\epsilon \sim -10^{-7}$ eV (average internuclear distance of 50 \AA), which was observed only recently. In contrast, it is quite easy to form and detect He$_2$ molecules in an excited electronic state, for instance in discharges in a cell filled with atomic helium.

---

2.2.2. The first antisymmetric Hermite function (in $x - x_0$) is $\chi_1(x)$, which satisfies all criteria. The corresponding eigenvalue is $E_1 = V_0 + (3/2)\hbar\omega_0$ which is the lowest energy value for which the wave function vanishes at the origin. There are no states with energies lower than $E_1$ for the potential $V_e(x)$.

2.2.3. Using the results of question 2.1.1 one obtains, setting $y = x - x_0$

$$I_{1k} = \left| \int_0^\infty \chi_1(x) \varphi_k(x) \, dx \right|^2 = 4C^2 \left| \int_0^\infty y \, e^{-\alpha y^2/2} \sin ky \, dy \right|^2 .$$

We have $\int_0^\infty e^{-\alpha y^2/2} \cos ky \, dy = \sqrt{\pi/(2\alpha)} e^{-k^2/(2\alpha)}$. If we take the derivative with respect to $k$, we obtain:

$$\int_0^\infty y \, e^{-\alpha y^2/2} \sin ky \, dy = \frac{k}{\alpha} \sqrt{\frac{\pi}{2\alpha}} e^{-k^2/(2\alpha)}$$

and therefore

$$I_{1k} = \frac{2\pi C^2}{\alpha^3} k^2 e^{-k^2/\alpha} .$$

2.2.4. The above formula gives, up to a normalisation factor, the probability density of the relative momentum of the two atoms in the final state $p = \hbar k = Mv_r$, where $v_r$ is the relative velocity of the two particles

$$P(p) \sim p^2 e^{-p^2/(\alpha\hbar^2)} .$$

Since the molecule is at rest in the initial state, the total momentum is zero and the atoms have momenta $p$ and $-p$. The probability $P(v)$ is, up to a multiplicative factor,

$$P(v) \sim v^2 e^{-v^2/v_0^2}$$

with $v_0^2 = \alpha\hbar^2/M_X^2 = M\hbar\omega_0/M_X^2$. The probability density $P(v)$ peaks at the value $v = v_0$. Using the numerical values given in the text, and taking into account that $M = M_X/2$ for $M_X = M_Y$, one finds $v_0 \approx 1600 \text{ m s}^{-1}$.
3. Neutrino Oscillations

At present, most experimental limits on the neutrino masses are consistent with zero.\(^1\) Nevertheless several theoretical and cosmological arguments indicate that these masses should be finite. The purpose of the following chapter is to give an example of how one can measure the neutrino mass differences using a quantum oscillation effect. The underlying theory is based on the idea that the two neutrinos \(\nu_e\) and \(\nu_\mu\) are actually \textit{two different states} of the same physical entity which we will call a “neutrino”.

3.1 Neutrino Masses and the Associated Oscillations

In normal \(\beta\) decay, and more generally in weak interactions, the electron is associated with a neutral particle, the neutrino \(\nu_e\). There exists in Nature a particle, called the \(\mu\) lepton, whose physical properties appear to be completely similar to those of the electron except for its mass: \(m_\mu \sim 200\ m_e\). The \(\mu\) lepton, or \textit{muon}, has weak interactions identical to those of the electron, but it is associated with a \textit{different} type of neutrino, the muon neutrino \(\nu_\mu\).

For instance, a neutrino beam produced in an accelerator can interact with a neutron \(n\) inside a nucleus to produce a proton via the reactions:

\[
\nu_e + n \rightarrow p + e \\
\nu_\mu + n \rightarrow p + \mu,
\]

whereas the reactions \(\nu_e + n \rightarrow p + \mu\) or \(\nu_\mu + n \rightarrow p + e\) are never observed. This is how neutrinos can be detected and identified.

Similarly, the decay of a \(\pi^-\) meson can proceed via the two modes:

\[
\pi^- \rightarrow \mu + \nu_\mu \quad \text{(dominant mode), and} \quad \pi^- \rightarrow e + \nu_e,
\]

whereas \(\pi^- \rightarrow \mu + \nu_e\) or \(\pi^- \rightarrow e + \nu_\mu\) are never observed. The reactions (3.2) are used to produce neutrinos abundantly in accelerators.

In these accelerators, one produces neutrinos with a well defined momentum \(p\). In all of the following, we shall assume that if \(m\) is the mass of the neutrino under consideration, and \(E\) its energy, the mass is so small that

\(^1\) See however the recent experimental results reported by Fukuda et al., Phys. Rev. Lett. 81, 1562 (1998).
in the experimental conditions one has \( E \gg mc^2 \). Therefore the energy, the
momentum and the mass are related by:

\[
E = \sqrt{p^2c^2 + m^2c^4} \approx pc + \frac{m^2c^4}{2pc}
\]

and, in very good approximation, the neutrinos travel at the speed of light \( c \).

Let \( \hat{H} \) be the Hamiltonian of a free neutrino of momentum \( p \), and \( |\nu_1\rangle \) and \( |\nu_2\rangle \) the eigenstates of \( \hat{H} \):

\[
\hat{H}|\nu_1\rangle = E_1|\nu_1\rangle, \quad \hat{H}|\nu_2\rangle = E_2|\nu_2\rangle
\]

where

\[
E_1 = pc + \frac{m_1^2c^4}{2pc}, \quad E_2 = pc + \frac{m_2^2c^4}{2pc}.
\]

Here \( m_1 \) and \( m_2 \) are the masses of the two states \( |\nu_1\rangle \) and \( |\nu_2\rangle \), and we assume that \( m_1 \neq m_2 \), \( m_1 > m_2 \).

Suppose the physical states, corresponding to the particles produced in
reaction (3.2), or to the particles detected via reaction (3.1), are not \( |\nu_1\rangle \) and
\( |\nu_2\rangle \) but rather linear combinations of these states:

\[
|\nu_e\rangle = |\nu_1\rangle \cos \theta + |\nu_2\rangle \sin \theta,
|\nu_\mu\rangle = -|\nu_1\rangle \sin \theta + |\nu_2\rangle \cos \theta,
\]

where \( \theta \) is some mixing angle.

3.1.1. At time \( t = 0 \), one produces a neutrino of momentum \( p \) in the state
\( |\nu_\mu\rangle \). Calculate \( |\nu(t)\rangle \) in terms of \( |\nu_1\rangle \) and \( |\nu_2\rangle \).

3.1.2. What is the probability of detecting this neutrino in the state \( |\nu_e\rangle \) at
a later time \( t \)? Express the result in terms of \( \theta, c, p, t, \) and \( \Delta m^2 = m_1^2 - m_2^2 \).

3.1.3. The detection is done in a target located at a distance \( l \) from the
production point. Express the above probability in terms of \( l \).

3.1.4. Assume that the mixing in (3.3) is maximum, i.e. \( \theta = \pi/4 \). What
is the distance \( l \) where the number of detected \( \nu_e \) is maximum, assuming
that \( \Delta m^2 c^4 = 1 \text{ (eV)}^2 \) and that \( pc = 10 \text{ GeV} = 10^{10} \text{ eV} \)? Check that the
numerical results make sense considering that present day accelerators are
several kilometers long.

3.1.5. In practice, the neutrinos are detected at 1 km from the production
point. Knowing that the detector is sensitive to a decrease of 10% in the
number of \( \nu_\mu \), what limit on \( \Delta m^2 c^4 \) can one reach by this method?

### 3.2 Solutions

3.1.1. Initially, the neutrino state is \( |\nu(0)\rangle = |\nu_\mu\rangle = -|\nu_1\rangle \sin \theta + |\nu_2\rangle \cos \theta \).

Therefore we have at time \( t \):

\[
|\nu(t)\rangle = -|\nu_1\rangle \sin \theta e^{-iE_1 t / \hbar} + |\nu_2\rangle \cos \theta e^{-iE_2 t / \hbar}.
\]
3.1.2. The probability amplitude for finding this neutrino in the state $|\nu_e\rangle$ at time $t$ is

$$a = \langle \nu_e | \nu(t) \rangle = -\sin \theta \cos \theta e^{-iE_1 t/\hbar} + \sin \theta \cos \theta e^{-iE_2 t/\hbar}.$$ 

Hence the probability of detecting a $\nu_e$ at time $t$ is

$$P = |a|^2 = \sin^2 2\theta \sin^2 [\Delta E t/(2\hbar)],$$

where

$$\Delta E = E_1 - E_2 = \frac{(m_1^2 - m_2^2)c^4}{2pc} = \frac{\Delta m^2 c^4}{2pc}.$$ 

3.1.3. The time delay is $t = l/c$ and the probability is therefore

$$P = \sin^2 \left( \frac{\Delta m^2 c^4}{4\hbar c} \frac{l}{pc} \right) \sin^2 2\theta.$$ 

3.1.4. In that case, one should have

$$\frac{\Delta m^2 c^4}{4\hbar c} \frac{l}{pc} = \frac{\pi}{2},$$

which yields numerically $l \sim 12$ km.

3.1.5. For a probability $P = 0.1$, we must have $\Delta m^2 c^4 l/(4\hbar pc^2) \sim 0.32$, and therefore

$$\Delta m^2 c^4 \sim 2.6 \text{ (eV)}^2.$$ 

In 1998, the first evidence for a neutrino oscillation $\nu_\mu \leftrightarrow \nu_\tau$ was reported (F. Fukuda et al., Phys. Rev. Lett. 81, 1562 (1998)). The analysis of atmospheric neutrino data resulting from a 535-day exposure of the Super-Kamiokande detector leads to:

$$5 \times 10^{-4} \text{ eV}^2 < \Delta m^2 c^4 < 6 \times 10^{-3} \text{ eV}^2.$$
4. Colored Molecular Ions

Some pigments are made of linear molecular ions, along which electrons move freely. We derive here the energy levels of such an electronic system and we show how this energy scheme explains the observed color of the pigments.

Consider molecular ions of the chemical formula \((C_nH_{n+2})^-\), which can be considered as deriving from polyethylene molecules, such as hexatriene \(\text{CH}_2 = \text{CH} = \text{CH} = \text{CH} = \text{CH}_2\), with an even number of carbon atoms, by removing a \(\text{CH}^+\) group. In an ion of this type, the bonds rearrange themselves and lead to a linear structure of the following type:

\[
(\text{CH}_2 \cdots \text{CH} \cdots \text{CH} \cdots \text{CH}_2)^- ,
\]

with an odd number \(n\) of equally spaced carbon atoms separated by \(d = 1.4\) Å. In this structure, one can consider that the \(n+1\) electrons of the double bonds of the original polyethylene molecule move independently of one another in a one-dimensional infinite potential well of length \(L_n = nd\):

\[
V(x) = +\infty \quad \text{for} \quad x < 0 \quad \text{or} \quad x > L_n \\
= 0 \quad \text{for} \quad 0 \leq x \leq L_n .
\]

Actually, one should write \(L_n = (n - 1)d + 2b\) where \(b\) represents the edge effects. Experimentally, the choice \(b = d/2\) appears to be appropriate.

4.1 Carbohydrate Ions

4.1.1. What are the energy levels \(\varepsilon_k\) of an electron in this potential?

4.1.2. Owing to the Pauli principle, at most two electrons can occupy the same energy level. What are the energies of the ground state \(E_0\) and of the first excited state \(E_1\) of the set of \(n + 1\) electrons?

We recall that \(\sum_{k=1}^{n} k^2 = n(n + 1)(2n + 1)/6\).

4.1.3. What is the wavelength \(\lambda_n\) of the light absorbed in a transition between the ground state and the first excited state? One can introduce the Compton wavelength of the electron: \(\lambda_C = \hbar/(m_e c) = 2.426 \times 10^{-2}\) Å.
4.1.4. Experimentally, one observes that the ions \( n = 9, n = 11 \) and \( n = 13 \) absorb blue light (\( \lambda_9 \sim 4700 \text{ Å} \)), yellow light (\( \lambda_{11} \sim 6000 \text{ Å} \)) and red light (\( \lambda_{13} \sim 7300 \text{ Å} \)), respectively. Is the previous model in agreement with this observation? Are the ions \( n \leq 7 \) or \( n \geq 15 \) colored?

### 4.2 Nitrogenous Ions

One can replace the central CH group by a nitrogen atom, in order to form ions of the type:

\[
(\text{CH}_2 \cdots \text{CH} \cdots \text{N} \cdots \text{CH} \cdots \text{CH}_2)^-.
\] (4.3)

The presence of the nitrogen atom does not change the distances between atoms but it changes the above square well potential. The modification consists in adding a small perturbation \( \delta V(x) \), attractive and localized around the nitrogen atom:

\[
\begin{align*}
\delta V(x) &= 0 & \text{for} & |x - \frac{L_n}{2}| > \alpha/2 \\
&= -V_0 & \text{for} & |x - \frac{L_n}{2}| \leq \alpha/2,
\end{align*}
\]

where \( \alpha/d \ll 1 \) and \( V_0 > 0 \).

#### 4.2.1. Using first order perturbation theory, give the variations \( \delta \varepsilon_k \) of the energy level \( \varepsilon_k \) of an electron in the well. For convenience, give the result to leading order in \( \alpha/d \).

#### 4.2.2. Experimentally, one observes that, for the same value of \( n \), the spectrum of the nitrogenous ions (4.3) is similar to that of the ions (4.1) but that the wavelengths \( \lambda_n^N \) are systematically shorter (blue-shifted) if \( n = 4p + 1 \), and systematically longer (red-shifted) if \( n = 4p + 3 \), than those \( \lambda_n^0 \) of the corresponding carbohydrates (4.1). Explain this phenomenon and show that \( \lambda_n^N \) and \( \lambda_n^0 \) are related by:

\[
\frac{\lambda_n^0}{\lambda_n^N} = 1 - (-1)^{n+1} \frac{n}{n+2},
\]

where \( \gamma \) is a parameter to be determined.

#### 4.2.3. The nitrogenous ion \( n = 11 \) absorbs red light (\( \lambda_{11}^N \sim 6700 \text{ Å} \)). Check that the ion \( n = 9 \) absorbs violet light (\( \lambda_9^N \sim 4300 \text{ Å} \)). What is the color of the nitrogenous ion \( n = 13 \)?

#### 4.2.4. For sufficiently large \( n \), if the nitrogen atom is placed not in the central site but on either of the two sites adjacent to the center of the chain, one observes the reverse effect, as compared to question 4.2.2. There is a red shift for \( n = 4p + 1 \) and a blue shift for \( n = 4p + 3 \). Can you give a simple explanation for this effect?
4.3 Solutions

Section 4.1

4.1.1. The energy levels are
\[ \varepsilon_k = \frac{\pi^2 \hbar^2 k^2}{2 m L_n^2} \quad k = 1, 2, \ldots. \]

4.1.2. The ground state energy of the \( n + 1 \) electrons is
\[ E_0 = \frac{\pi^2 \hbar^2}{m L_n^2} \sum_{k=1}^{(n+1)/2} k^2 = \frac{\pi^2 \hbar^2}{24 m L_n^2} (n + 1)(n + 2)(n + 3). \]
The energy of the first excited state is
\[ E_1 = E_0 + \frac{\pi^2 \hbar^2}{8 m L_n^2} [(n + 3)^2 - (n + 1)^2] = E_0 + \frac{\pi^2 \hbar^2}{2 m L_n^2} (n + 2). \]

4.1.3. One has \( h \nu = E_1 - E_0 = \pi^2 \hbar^2 (n + 2)/(2 m L_n^2) \). Since \( \lambda = c/\nu \), we obtain an absorption wavelength
\[ \lambda_n = \frac{8 d^2}{\lambda_C} \frac{n^2}{(n + 2)}. \]

4.1.4. From the general form \( \lambda_n = 646.33 n^2/(n + 2) \), we obtain \( \lambda_9 = 4760 \) Å, \( \lambda_{11} = 6020 \) Å, \( \lambda_{13} = 7280 \) Å, in good agreement with experiment.
For smaller \( n \), the wavelengths \( \lambda_7 = 3520 \) Å and \( \lambda_5 = 2310 \) Å are in the ultraviolet part of the spectrum. The ions \( n \leq 7 \) do not absorb visible light and are thus not colored.
For \( n \geq 15 \), the wavelengths \( \lambda_{15} = 8550 \) Å and \( \lambda_{17} = 9830 \) Å are in the infrared region. These ions do not absorb visible light in transitions from the ground state to the first excited state. They are nevertheless colored because of transitions to higher excited states.

Section 4.2

4.2.1. The normalized wave functions are \( \psi_k(x) = \sqrt{2/L_n} \sin(k \pi x / L_n) \).
One has
\[ \delta \varepsilon_k = \int \delta V(x) |\psi_k(x)|^2 \, dx = -V_0 \int_{L_n - \alpha/2}^{L_n + \alpha/2} |\psi_k(x)|^2 \, dx. \]
Setting \( y = x - L_n/2 \), one obtains
\[ \delta \varepsilon_k = -\frac{2V_0}{L_n} \int_{-\alpha/2}^{+\alpha/2} \sin^2 \left( \frac{k \pi y}{nd} \right) \, dy. \]
There are two cases:
• $k$ even:
\[
\delta \varepsilon_k = -\frac{2V_0}{L_n} \int_{-\alpha/2}^{+\alpha/2} \sin^2 \left( \frac{k\pi y}{nd} \right) \, dy , \quad \text{i.e.} \quad \delta \varepsilon_k = O((\alpha/d)^3) .
\]

The perturbation is negligible.

• $k$ odd:
\[
\delta \varepsilon_k = -\frac{2V_0}{L_n} \int_{-\alpha/2}^{+\alpha/2} \cos^2 \left( \frac{k\pi y}{nd} \right) \, dy .
\]

To first order in $\alpha/d$, we have $\delta \varepsilon_k = -2V_0 \alpha/nd < 0$.

The exact formulas are:
\[
\delta \varepsilon_k = -\frac{V_0}{L_n} \left[ \alpha - (-1)^k \frac{L_n}{k\pi} \sin \left( \frac{k\pi \alpha}{L_n} \right) \right] .
\]

The (single particle) energy levels corresponding to even values of $k$ are practically unaffected by the perturbation; only those with $k$ odd are shifted. This is simple to understand. For $k$ even, the center of the chain is a node of the wave function, and the integral defining $\delta \varepsilon_k$ is negligible. For $k$ odd, on the contrary, the center is an antinode, we integrate over a maximum of the wave function, and the perturbation is maximum.

4.2.2. The perturbation to the excitation energy $E_1 - E_0$ of question 4.1.2 is
\[
\delta E = \delta \varepsilon_{(n+3)/2} - \delta \varepsilon_{(n+1)/2} .
\]

• $(n + 1)/2$ even, i.e. $n = 4p + 3$, $\delta \varepsilon_{(n+1)/2} = 0$,
\[
\delta E = \delta \varepsilon_{(n+3)/2} = -\frac{2V_0 \alpha}{nd} < 0 .
\]

• $(n + 1)/2$ odd, i.e. $n = 4p + 1$, $\delta \varepsilon_{(n+3)/2} = 0$,
\[
\delta E = -\delta \varepsilon_{(n+1)/2} = \frac{2V_0 \alpha}{nd} > 0 .
\]

We can summarize these results in the compact form
\[
E_1 - E_0 + \delta E = \frac{\pi^2 \hbar^2 (n + 2)}{2md^2n^2} \left( 1 - (-1)^{n+1} \gamma \frac{n}{n+2} \right) ,
\]

with $\gamma = 4V_0 \alpha md/ (\pi \hbar)^2$. We therefore obtain the desired relation
\[
\frac{\lambda_n^0}{\lambda_n^N} = 1 - (-1)^{n+1} \gamma \frac{n}{n+2} .
\]

For $n = 4p+1$, the perturbation increases the excitation energy, and decreases $\lambda_n$. For $n = 4p + 3$, it decreases the excitation energy, and increases $\lambda_n$. 
4.2.3. For the ion \( n = 11 \) one obtains the relation \( (1 - 11\gamma/13) = 6000/6700 \), therefore \( \gamma \sim 0.12 \) and \( \lambda_0^N = 4330 \, \text{Å} \), in good agreement with experiment. One also obtains \( \lambda_{13}^N = 6600 \, \text{Å} \), which absorbs red light and gives a green color to the corresponding pigment. Note that the presence of the nitrogen atom yields \( \lambda_{13}^N \leq \lambda_{11}^N \) whereas \( \lambda_{13}^0 > \lambda_{11}^0 \).

4.2.4. The distance between a node and an antinode of \( \psi_k(x) \) is \( \delta x = nd/(2k) \).

For \( k = (n + 1)/2 \) and \( k = (n + 3)/2 \) which are the states of interest, we will have respectively \( \delta x = nd/(n + 1) \) and \( \delta x = nd/(n + 3) \), i.e. \( \delta x \sim d \) if \( n \) is large. Consequently, if a wave function has a node at the center, it has an antinode in the vicinity of the two adjacent sites, and vice versa. The reasoning is therefore similar to the answer to questions 4.2.1 and 4.2.2, with the reverse effect. The lines are red-shifted if \( n = 4p + 1 \) and they are blue-shifted if \( n = 4p + 3 \).
5. Schrödinger’s Cat

The superposition principle states that if $|\phi_a\rangle$ and $|\phi_b\rangle$ are two possible states of a quantum system, the quantum superposition $(|\phi_a\rangle + |\phi_b\rangle)/\sqrt{2}$ is also an allowed state for this system. This principle is essential in explaining interference phenomena. However, when it is applied to “large” objects, it leads to paradoxical situations where a system can be in a superposition of states which is classically self-contradictory (antinomic).

The most famous example is Schrödinger’s “cat paradox” where the cat is in a superposition of the “dead” and “alive” states. The purpose of this chapter is to show that such superpositions of macroscopic states are not detectable in practice. They are extremely fragile, and a very weak coupling to the environment suffices to destroy the quantum superposition of the two states $|\phi_a\rangle$ and $|\phi_b\rangle$.

5.1 The Quasi-Classical States of a Harmonic Oscillator

In this problem, we shall consider high energy excitations of a one-dimensional harmonic oscillator, of mass $m$ and frequency $\omega$. The Hamiltonian is written

$$\hat{H} = \frac{\hat{p}^2}{2m} + \frac{1}{2} m\omega^2 \hat{x}^2.$$  

We denote the eigenstates of $\hat{H}$ by $\{ |n\rangle \}$. The energy of the state $|n\rangle$ is $E_n = (n + 1/2)\hbar\omega$.

5.1.1. Preliminaries. We introduce the operators $\hat{X} = \hat{x}\sqrt{m\omega/\hbar}$, $\hat{P} = \hat{p}/\sqrt{m\hbar\omega}$ and the annihilation and creation operators

$$\hat{a} = \frac{1}{\sqrt{2}} (\hat{X} + i\hat{P}) \quad \hat{a}^{\dagger} = \frac{1}{\sqrt{2}} (\hat{X} - i\hat{P}) \quad \hat{N} = \hat{a}^{\dagger}\hat{a}.$$  

We recall the commutators: $[\hat{X}, \hat{P}] = i$, $[\hat{a}, \hat{a}^{\dagger}] = 1$, and the relations: $\hat{H} = \hbar\omega(\hat{N} + 1/2)$ and $\hat{N}|n\rangle = n|n\rangle$.

(a) Check that if one works with functions of the dimensionless variables $X$ and $P$, one has

$$\hat{P} = -i\frac{\partial}{\partial X} \quad \hat{X} = i\frac{\partial}{\partial P}.$$
(b) Evaluate the commutator $[\hat{N}, \hat{a}]$, and prove that
$$\hat{a}|n\rangle = \sqrt{n}|n - 1\rangle$$
(5.1)
to within a phase factor which we set equal to 1 in what follows.

(c) Using (5.1) for $n = 0$ and expressing $\hat{a}$ in terms of $\hat{X}$ and $\hat{P}$, calculate
the wave function of the ground state $\psi_0(X)$ and its Fourier transform $\varphi_0(P)$. It is not necessary to normalize the result.

5.1.2. The quasi-classical states. The eigenstates of the operator $\hat{a}$ are called quasi-classical states, for reasons which we now examine.

Consider an arbitrary complex number $\alpha$. Show that the following state
$$|\alpha\rangle = e^{-|\alpha|^2/2} \sum_n \frac{\alpha^n}{\sqrt{n!}} |n\rangle$$
(5.2)
is a normalized eigenstate of $\hat{a}$ with eigenvalue $\alpha$: $\hat{a}|\alpha\rangle = \alpha|\alpha\rangle$.

5.1.3. Calculate the expectation value of the energy in a quasi-classical state $|\alpha\rangle$. Calculate also the expectation values $\langle x \rangle$ and $\langle p \rangle$ and the root mean square deviations $\Delta x$ and $\Delta p$ for this state. Show that one has $\Delta x \Delta p = \hbar/2$.

5.1.4. Following a similar procedure as in question 5.1.1(c) above, determine
the wave function $\psi_\alpha(X)$ of the quasi-classical state $|\alpha\rangle$, and its Fourier transform $\varphi_\alpha(P)$. Again, it is not necessary to normalize the result.

5.1.5. Suppose that at time $t = 0$, the oscillator is in a quasi-classical state $|\alpha_0\rangle$ with $\alpha_0 = \rho e^{i\phi}$ where $\rho$ is a real positive number.

(a) Show that at any later time $t$ the oscillator is also in a quasi-classical state which can be written as $e^{-i\omega t/2}|\alpha(t)\rangle$. Determine the value of $\alpha(t)$ in terms of $\rho, \phi, \omega$ and $t$.

(b) Evaluate $\langle x \rangle_t$ and $\langle p \rangle_t$. Taking into account the result of question 5.1.3, and assuming that $|\alpha| \gg 1$, justify briefly why these states are called "quasi-classical".

5.1.6. Numerical example. Consider a simple pendulum of length 1 meter and of mass 1 gram. Assume the state of this pendulum can be described by
a quasi-classical state. At time $t = 0$ the pendulum is at $\langle x_0 \rangle = 1$ micrometer from its classical equilibrium position, with zero mean velocity.

(a) What is the corresponding value of $\alpha(0)$?
(b) What is the relative uncertainty on its position $\Delta x/x_0$?
(c) What is the value of $\alpha(t)$ after $1/4$ period of oscillation?

5.2 Construction of a Schrödinger-Cat State

During the time interval $[0, T]$, one adds to the harmonic potential, the coupling
$$\hat{W} = \hbar g (\hat{a}^\dagger \hat{a})^2.$$
We assume that $g$ is much larger than $\omega$ and that $\omega T \ll 1$. Hence, we can make the approximation that, during the interval $[0, T]$, the Hamiltonian of the system is simply $\hat{W}$. At time $t = 0$, the system is in a quasi-classical state $|\psi(0)\rangle = |\alpha\rangle$.

5.2.1. Show that the states $|n\rangle$ are eigenstates of $\hat{W}$, and write the expansion of the state $|\psi(T)\rangle$ at time $T$ on the basis $\{ |n\rangle \}$.

5.2.2. How does $|\psi(T)\rangle$ simplify in the particular cases $T = 2\pi/g$ and $T = \pi/g$?

5.2.3. One now chooses $T = \pi/2g$. Show that this gives

$$|\psi(T)\rangle = \frac{1}{\sqrt{2}} \left( e^{-i\pi/4}|\alpha\rangle + e^{i\pi/4}|\alpha\rangle - \alpha \right).$$

5.2.4. Suppose $\alpha$ is pure imaginary: $\alpha = i\rho$.

(a) Discuss qualitatively the physical properties of the state (5.3).

(b) Consider a value of $|\alpha|$ of the same order of magnitude as in question 5.1.6. In what sense can this state be considered a concrete realization of the “Schrödinger cat” type of state mentioned in the introduction?

5.3 Quantum Superposition Versus Statistical Mixture

We now study the properties of the state (5.3) in a “macroscopic” situation $|\alpha| \gg 1$. We choose $\alpha$ pure imaginary, $\alpha = i\rho$, and we set $p_0 = \rho \sqrt{2m\hbar\omega}$.

5.3.1. Consider a quantum system in the state (5.3). Write the (non-normalized) probability distributions for the position and for the momentum of the system. These probability distributions are represented in Fig. 5.1 for $\alpha = 5i$. Interpret these distributions physically.

![Fig. 5.1. Probability distributions for the position and for the momentum of a system in the state (5.3) for $\alpha = 5i$. The quantities $X$ and $P$ are the dimensionless variables introduced in the first part of the problem. The vertical scale is arbitrary.](image)
5.3.2. A physicist (Alice) prepares $N$ independent systems all in the state (5.3) and measures the momentum of each of these systems. The measuring apparatus has a resolution $\delta p$ such that:

$$\sqrt{m\hbar \omega} \ll \delta p \ll p_0.$$ 

For $N \gg 1$, draw qualitatively the histogram of the results of the $N$ measurements.

5.3.3. The state (5.3) represents the quantum superposition of two states which are macroscopically different, and therefore leads to the paradoxical situations mentioned in the introduction. Another physicist (Bob) claims that the measurements done by Alice have not been performed on $N$ quantum systems in the state (5.3), but that Alice is actually dealing with a non-paradoxical “statistical mixture”, that is to say that half of the $N$ systems are in the state $|\alpha\rangle$ and the other half in the state $|-\alpha\rangle$. Assuming this is true, does one obtain the same probability distribution as for the previous question for the $N$ momentum measurements?

5.3.4. In order to settle the matter, Alice now measures the position of each of $N$ independent systems, all prepared in the state (5.3). Draw the shape of the resulting distribution of events, assuming that the resolution $\delta x$ of the measuring apparatus is such that:

$$\delta x \ll \frac{1}{|\alpha|} \sqrt{\frac{\hbar}{m\omega}}.$$ 

5.3.5. Can Bob obtain the same result concerning the $N$ position measurements assuming he is dealing with a statistical mixture?

5.3.6. Considering the numerical value obtained in the case of a simple pendulum in question 5.1.6, evaluate the resolution $\delta x$ which is necessary in order to tell the difference between a set of $N$ systems in the quantum superposition (5.3), and a statistical mixture consisting in $N/2$ pendulums in the state $|\alpha\rangle$ and $N/2$ pendulums in the state $|-\alpha\rangle$.

5.4 The Fragility of a Quantum Superposition

In a realistic physical situation, one must take into account the coupling of the oscillator with its environment, in order to estimate how long one can discriminate between the quantum superposition (5.3) (that is to say the “Schrödinger cat” which is “alive and dead”) and a simple statistical mixture (i.e. a set of cats (systems), half of which are alive, the other half being dead; each cat being either alive or dead.)

If the oscillator is initially in the quasi-classical state $|\alpha_0\rangle$ and if the environment is in a state $|\chi_e(0)\rangle$, the wave function of the total system is the
product of the individual wave functions, and the state vector of the total system can be written as the (tensor) product of the state vectors of the two subsystems:

\[ |\Phi(0)\rangle = |\alpha_0\rangle |\chi_e(0)\rangle. \]

The coupling is responsible for the damping of the oscillator’s amplitude. At a later time \( t \), the state vector of the total system becomes:

\[ |\Phi(t)\rangle = |\alpha_1\rangle |\chi_e(t)\rangle \]

with \( \alpha_1 = \alpha(t)e^{-\gamma t} \); the number \( \alpha(t) \) corresponds to the quasi-classical state one would find in the absence of damping (question 5.1.5(a)) and \( \gamma \) is a real positive number.

**5.4.1.** Using the result 5.1.3, give the expectation value of the energy of the oscillator at time \( t \), and the energy acquired by the environment when \( 2\gamma t \ll 1 \).

**5.4.2.** For initial states of the “Schrödinger cat” type for the oscillator, the state vector of the total system is, at \( t = 0 \),

\[ |\Phi(0)\rangle = \frac{1}{\sqrt{2}} \left( e^{-i\pi/4} |\alpha_0\rangle + e^{i\pi/4} | -\alpha_0\rangle \right) |\chi_e(0)\rangle \]

and, at a later time \( t \),

\[ |\Phi(t)\rangle = \frac{1}{\sqrt{2}} \left( e^{-i\pi/4} |\alpha_1\rangle |\chi_e^+(t)\rangle + e^{i\pi/4} | -\alpha_1\rangle |\chi_e^-(t)\rangle \right) \]

still with \( \alpha_1 = \alpha(t)e^{-\gamma t} \). We choose \( t \) such that \( \alpha_1 \) is pure imaginary, with \( |\alpha_1| \gg 1 \). \( |\chi_e^+(t)\rangle \) and \( |\chi_e^-(t)\rangle \) are two normalized states of the environment that are a priori different (but not orthogonal).

The probability distribution of the oscillator’s position, measured independently of the state of the environment, is then

\[ P(x) = \frac{1}{2} |\psi_{\alpha_1}(x)|^2 + |\psi_{-\alpha_1}(x)|^2 + 2Re(i\psi_{\alpha_1}^*(x)\psi_{-\alpha_1}(x)\langle \chi_e^+(t)|\chi_e^-(t)\rangle). \]

Setting \( \eta = \langle \chi_e^+(t)|\chi_e^-(t)\rangle \) with \( 0 \leq \eta \leq 1 \) (\( \eta \) is supposed to be real) and using the results of Sect. 5.3, describe without any calculation, the result of:

(a) \( N \) independent position measurements,

(b) \( N \) independent momentum measurements.

Which condition on \( \eta \) allows one to distinguish between a quantum superposition and a statistical mixture?
5.4.3. In a very simple model, the environment is represented by a second oscillator, of same mass and frequency as the first one. We assume that this second oscillator is initially in its ground state \( |\chi_e(0)\rangle = |0\rangle \). If the coupling between the two oscillators is quadratic, we will take for granted that

- the states \( |\chi_e^{(\pm)}(t)\rangle \) are quasi-classical states: \( |\chi_e^{(\pm)}(t)\rangle = |\pm \beta\rangle \),
- and that, for short times \( (\gamma t \ll 1) \): \( |\beta|^2 = 2\gamma t|\alpha_0|^2 \).

(a) From the expansion (5.2), show that \( \eta = \langle \beta |\beta \rangle = \exp(-2|\beta|^2) \).

(b) Using the expression found in question 5.4.1 for the energy of the first oscillator, determine the typical energy transfer between the two oscillators, above which the difference between a quantum superposition and a statistical mixture becomes unobservable.

5.4.4. Consider again the simple pendulum described above. Assume the damping time is one year (a pendulum in vacuum with reduced friction). Using the result of the previous question, evaluate the time during which a "Schrödinger cat" state can be observed. Comment and conclude.

5.5 Solutions

Section 5.1

5.1.1.

(a) A simple change of variables gives

\[
\hat{P} = \frac{\hat{p}}{\sqrt{m\hbar \omega}} = \frac{1}{\sqrt{m\hbar \omega}} \frac{\hbar}{i} \frac{\partial}{\partial x} = -i \sqrt{\frac{\hbar}{m\omega}} \frac{\partial}{\partial x} = -i \frac{\partial}{\partial X}
\]

\[
\hat{X} = \sqrt{\frac{m\omega}{\hbar} i} \hat{p} = \sqrt{\frac{m\omega}{\hbar}} i \hbar \frac{\partial}{\partial p} = i \sqrt{m\hbar \omega} \frac{\partial}{\partial p} = i \frac{\partial}{\partial P}.
\]

(b) We have the usual relations \( [\hat{N}, \hat{a}] = [\hat{a}^{\dagger} \hat{a}, \hat{a}] = [\hat{a}^{\dagger}, \hat{a}] \hat{a} = -\hat{a} \). Consequently

\( [\hat{N}, \hat{a}] |n\rangle = -\hat{a} |n\rangle \quad \Rightarrow \quad \hat{N} \hat{a} |n\rangle = (n - 1) \hat{a} |n\rangle \).

and \( \hat{a} |n\rangle \) is an eigenvector of \( \hat{N} \) corresponding to the eigenvalue \( n - 1 \). We know from the theory of the one-dimensional harmonic oscillator that the energy levels are not degenerate. Therefore we find that \( \hat{a} |n\rangle = \mu |n - 1\rangle \), where the coefficient \( \mu \) is determined by calculating the norm of \( \hat{a} |n\rangle \):

\[
||\hat{a} |n\rangle||^2 = \langle n |\hat{a}^{\dagger} \hat{a} |n\rangle = n \Rightarrow \mu = \sqrt{n}
\]

to an arbitrary phase.

(c) The equation \( \hat{a} |0\rangle = 0 \) corresponds to \( (\hat{X} + i\hat{P}) |0\rangle = 0 \).

In configuration space: \( (X + \frac{\partial}{\partial X}) \psi_0(X) = 0 \Rightarrow \psi_0(X) \propto \exp(-X^2/2) \).

In momentum space: \( (P + \frac{\partial}{\partial P}) \varphi_0(P) = 0 \Rightarrow \varphi_0(P) \propto \exp(-P^2/2) \).
5.1.2. One can check directly the relation \( \hat{a}|\alpha\rangle = \alpha|\alpha\rangle \):

\[
\hat{a}|\alpha\rangle = e^{-|\alpha|^2/2} \sum_n \frac{\alpha^n}{\sqrt{n!}} \hat{n} |n\rangle = e^{-|\alpha|^2/2} \sum_n \frac{\alpha^n}{\sqrt{n!}} \sqrt{n} |n - 1\rangle \\
= \alpha e^{-|\alpha|^2/2} \sum_n \frac{\alpha^n}{\sqrt{n!}} |n\rangle = \alpha|\alpha\rangle .
\]

The calculation of the norm of \( |\alpha\rangle \) yields: \( \langle \alpha|\alpha\rangle = e^{-|\alpha|^2} \sum_n \frac{|\alpha|^2 n}{n!} = 1 \).

5.1.3. The expectation value of the energy is:

\[
\langle E \rangle = \langle \alpha|\hat{H}|\alpha\rangle = \hbar \omega \langle \alpha|\hat{N} + 1/2|\alpha\rangle = \hbar \omega (|\alpha|^2 + 1/2) .
\]

For \( \langle x \rangle \), and \( \langle p \rangle \), we use

\[
\langle x \rangle = \sqrt{\frac{\hbar}{2m\omega}} \langle \alpha|\hat{a} + \hat{a}^\dagger|\alpha\rangle = \sqrt{\frac{\hbar}{2m\omega}} (\alpha + \alpha^*) \\
\langle p \rangle = -i \sqrt{\frac{m\hbar}{2}} \langle \alpha|\hat{a} - \hat{a}^\dagger|\alpha\rangle = i \sqrt{\frac{m\omega \hbar}{2}} (\alpha^* - \alpha) \\
\Delta x^2 = \frac{\hbar}{2m\omega} \langle \alpha|(\hat{a} + \hat{a}^\dagger)^2|\alpha\rangle - \langle x \rangle^2 = \frac{\hbar}{2m\omega} [(\alpha + \alpha^*)^2 + 1] - \langle x \rangle^2 .
\]

Therefore \( \Delta x = \sqrt{\hbar/2m\omega} \), which is independent of \( \alpha \).

Similarly

\[
\Delta p^2 = -\frac{m\hbar}{2} \langle \alpha|(\hat{a} - \hat{a}^\dagger)^2|\alpha\rangle - \langle p \rangle^2 = -\frac{m\hbar}{2} [(\alpha - \alpha^*)^2 + 1] - \langle p \rangle^2 .
\]

Therefore \( \Delta p = \sqrt{m\hbar \omega/2} \). The Heisenberg inequality becomes in this case an equality \( \Delta x \Delta p = \hbar/2 \), independently of the value of \( \alpha \).

5.1.4. With the \( X \) variable, we have

\[
\frac{1}{\sqrt{2}} \left( X + \frac{\partial}{\partial X} \right) \psi_\alpha(X) = \alpha \psi_\alpha(X) \\
\Rightarrow \psi_\alpha(X) = C \exp \left( -\frac{(X - \alpha \sqrt{2})^2}{2} \right) .
\]

Similarly, with the \( P \) variable,

\[
\frac{i}{\sqrt{2}} \left( P + \frac{\partial}{\partial P} \right) \varphi_\alpha(P) = \alpha \varphi_\alpha(P) \\
\Rightarrow \varphi_\alpha(P) = C' \exp \left( -\frac{(P + i\alpha \sqrt{2})^2}{2} \right) .
\]
5.1.5.  
(a) \( |\psi(0)\rangle = |\alpha_0\rangle \)

\[
|\psi(t)\rangle = e^{-|\alpha|^2/2} \sum_n \frac{\alpha_0^n}{\sqrt{n!}} e^{-iE_n t/\hbar} |n\rangle
\]

\[
= e^{-|\alpha|^2/2} e^{-i\omega t/2} \sum_n \frac{\alpha_0^n}{\sqrt{n!}} e^{-in\omega t} |n\rangle
\]

\[
= e^{-i\omega t/2} |\alpha(t)\rangle \quad \text{with} \quad \alpha(t) = \alpha_0 e^{-i\omega t} = \rho e^{-i(\omega t - \phi)} .
\]

(b) \( \langle x \rangle_t = \sqrt{2\hbar/(m\omega)} \rho \cos(\omega t - \phi) \)

\[
= x_0 \cos(\omega t - \phi) \quad \text{with} \quad x_0 = \rho \sqrt{2\hbar/(m\omega)}
\]

\( \langle p \rangle_t = -\sqrt{2m\hbar\omega} \rho \sin(\omega t - \phi) \)

\[
= -p_0 \sin(\omega t - \phi) \quad \text{with} \quad p_0 = \rho \sqrt{2m\hbar\omega} .
\]

These are the equations of motions of a classical oscillator. Using the answer to question 5.1.3, we obtain

\[
\frac{\Delta x}{x_0} = \frac{1}{2\rho} \ll 1 , \quad \frac{\Delta p}{p_0} = \frac{1}{2\rho} \ll 1 .
\]

The relative uncertainties in the position and momentum of the oscillator are quite accurately defined at any time. Hence the name “quasi-classical state”.

5.1.6.  
(a) The appropriate choice is \( \langle x \rangle_0 = x_0 \) and \( \langle p \rangle_0 = 0 \), i.e. \( \phi = 0 \)

\[
\omega = 2\pi \nu = \sqrt{\frac{g}{\ell}} = 3.13 \text{ s}^{-1} \quad \Rightarrow \quad \alpha(0) = 3.9 \times 10^9
\]

(b) \( \Delta x/x_0 = 1/(2\alpha(0)) = 1.3 \times 10^{-10} \).

(c) After 1/4 period, \( e^{i\omega t} = e^{i\pi/2} = i \Rightarrow \alpha(T/4) = -i \times 3.9 \times 10^9 \)

Section 5.2

5.2.1. The eigenvectors of \( \hat{W} \) are simply the previous \( |n\rangle \), therefore:

\[
\hat{W}|n\rangle = \hbar g \, n^2 |n\rangle
\]

and

\[
|\psi(0)\rangle = |\alpha\rangle \quad \Rightarrow \quad |\psi(T)\rangle = e^{-|\alpha|^2/2} \sum_n \frac{\alpha^n}{\sqrt{n!}} e^{-in^2T} |n\rangle .
\]

5.2.2. If \( T = 2\pi/g \), then \( e^{-in^2T} = e^{-2i\pi n^2} = 1 \) and

\[
|\psi(T)\rangle = |\alpha\rangle .
\]

If \( T = \pi/g \), then \( e^{-in^2T} = e^{-i\pi n^2} = 1 \) if \( n \) is even, \(-1\) if \( n \) is odd, therefore

\[
e^{-in^2T} = (-1)^n \quad \Rightarrow \quad |\psi(T)\rangle = |-\alpha\rangle .
\]
5.2.3. If \( T = \pi / 2g \), then \( e^{-ign^2T} = e^{-i\pi n^2} = 1 \) for \( n \) even, and \( e^{-ign^2T} = -i \) if \( n \) is odd.

We can rewrite this relation as
\[
e^{-ign^2T} = \frac{1}{2} [1 - i + (1 + i)(-1)^n] = \frac{1}{\sqrt{2}} (e^{-i\pi/4} + e^{i\pi/4} (-1)^n)
\]
or, equivalently,
\[
|\psi(t)\rangle = \frac{1}{\sqrt{2}} (e^{-i\pi/4} |\alpha\rangle + e^{i\pi/4} | -\alpha\rangle).
\]

5.2.4.

(a) For \( \alpha = i\rho \), in the state \( |\alpha\rangle \), the oscillator has a zero mean position and a positive velocity. In the state \( | -\alpha\rangle \), the oscillator also has a zero mean position, but a negative velocity. The state (5.3) is a quantum superposition of these two situations.

(b) If \( |\alpha| \gg 1 \), the states \( |\alpha\rangle \) and \( | -\alpha\rangle \) are macroscopically different (antinomic). The state (5.3) is a quantum superposition of such states. It therefore constitutes a (harmless) version of Schrödinger’s cat, where we represent “dead” or “alive” cats by simple vectors of Hilbert space.

Section 5.3

5.3.1. The probability distributions for the position and momentum are
\[
\mathcal{P}(X) \propto |e^{-i\pi/4} \psi_\alpha(X) + e^{i\pi/4} \psi_{-\alpha}(X)|^2
\]
\[
\propto |e^{-i\pi/4} \exp \left( -\frac{1}{2} (X - i\rho \sqrt{2})^2 \right) + e^{i\pi/4} \exp \left( -\frac{1}{2} (X + i\rho \sqrt{2})^2 \right)|^2
\]
\[
\propto e^{-X^2} \cos^2 \left( X \rho \sqrt{2} - \frac{\pi}{4} \right);
\]
\[
\mathcal{P}(P) \propto |e^{-i\pi/4} \varphi_\alpha(P) + e^{i\pi/4} \varphi_{-\alpha}(P)|^2
\]
\[
\simeq \exp[-(P - \rho \sqrt{2})^2] + \exp[-(P + \rho \sqrt{2})^2].
\]

In the latter equation, we have used the fact that, for \( \rho \gg 1 \), the two Gaussians centered at \( \rho \sqrt{2} \) and \( -\rho \sqrt{2} \) have a negligible overlap.

5.3.2. Alice will find two peaks, each of which contains roughly half of the events, centered respectively at \( p_0 \) and \( -p_0 \).

5.3.3. The statistical mixture of Bob leads to the same momentum distribution as that measured by Alice: the \( N/2 \) oscillators in the state \( |\alpha\rangle \) all lead to a mean momentum \(+p_0\), and the \( N/2 \) oscillators in the state \( |\alpha\rangle \) to \(-p_0\). Up to this point, there is therefore no difference, and no paradoxical behavior related to the quantum superposition (5.3).
5.3.4. In the $X$ variable, the resolution of the detector satisfies

$$δX ≪ \frac{1}{|α|} = \frac{1}{ρ}.$$ 

Alice therefore has a sufficient resolution to observe the oscillations of the function $\cos^2(Xρ\sqrt{2} - π/4)$ in the distribution $\mathcal{P}(X)$. The shape of the distribution for $x$ will therefore reproduce the probability law for $X$ drawn in Fig. 5.1, i.e. a modulation of period $[hπ^2/(2mα^2ω)]^{1/2}$, with a Gaussian envelope.

5.3.5. If Bob performs a position measurement on the $N/2$ systems in the state $|α\rangle$, he will find a Gaussian distribution corresponding to the probability law $\mathcal{P}(X) ∝ |ψ_α(X)|^2 ∝ \exp(-X)^2$. He will find the same distribution for the $N/2$ systems in the state $|-α\rangle$. The sum of his results will be a Gaussian distribution, which is quite different from the result expected by Alice. The position measurement should, in principle, allow one to discriminate between the quantum superposition and the statistical mixture.

5.3.6. The necessary resolution is $δx ≪ \frac{1}{|α|} \sqrt{\frac{h}{mω}} \approx 5 \times 10^{-26}$ m. Unfortunately, it is impossible to attain such a resolution in practice.

Section 5.4

5.4.1. We have $E(t) = hω(|α_0|^2e^{-2γt} + 1/2)$: This energy decreases with time. After a time much longer than $γ^{-1}$, the oscillator is in its ground state. This dissipation model corresponds to a zero temperature environment. The mean energy acquired by the environment $E(0) - E(t)$ is, for $2γt ≪ 1$, $ΔE(t) ≈ 2hω|α_0|^2γt$.

5.4.2.

(a) The probability distribution of the position keeps its Gaussian envelope, but the contrast of the oscillations is reduced by a factor $η$.

(b) The probability distribution for the momentum is given by

$$\mathcal{P}(p) = \frac{1}{2} \left( |φ_{α_1}(p)|^2 + |φ_{-α_1}(p)|^2 + 2\eta Re(φ_{α_1}^*(p)φ_{-α_1}(p)) \right).$$

Since the overlap of the two Gaussians $φ_{α_1}(p)$ and $φ_{-α_1}(p)$ is negligible for $|α_1| \gg 1$, the crossed term, which is proportional to $η$ does not contribute significantly. One recovers two peaks centered at $±|α_1|\sqrt{2m\hbarω}$. The distinction between a quantum superposition and a statistical mixture can be made by position measurements. The quantum superposition leads to a modulation of spatial period $[hπ^2/(2mα^2ω)]^{1/2}$ with a Gaussian envelope, whereas only the Gaussian is observed for a statistical mixture. In order to see this modulation, the parameter $η$ must not be too small, say $η ≥ 1/10$. 
5.4.3.  
(a) A simple calculation gives

\[ \langle \beta | - \beta \rangle = e^{-|\beta|^2} \sum_n \frac{\beta^{3n}(-\beta)^n}{n!} = e^{-|\beta|^2} e^{-|\beta|^2} = e^{-2|\beta|^2}. \]

(b) From the previous considerations, we must have \( e^{-2|\beta|^2} \geq 1/10 \), i.e. \( |\beta| \leq 1 \).

For times shorter than \( \gamma^{-1} \), the energy of the first oscillator is

\[ E(t) = E(0) - 2\gamma t|\alpha_0|^2 \hbar \omega. \]

The energy of the second oscillator is

\[ E'(t) = \hbar \omega (|\beta(t)|^2 + 1/2) = \hbar \omega/2 + 2\gamma t|\alpha_0|^2 \hbar \omega. \]

The total energy is conserved; the energy transferred during time \( t \) is

\[ \Delta E(t) = 2\gamma t|\alpha_0|^2 \hbar \omega = \hbar \omega |\beta|^2. \]

In order to distinguish between a quantum superposition and a statistical mixture, we must have \( \Delta E \leq \hbar \omega \).

In other words, if a single energy quantum \( \hbar \omega \) is transferred, it becomes problematic to tell the difference.

5.4.4. With \( 1/2\gamma = 1 \) year \( = 3 \times 10^7 \) seconds, the time it takes to reach \( |\beta| = 1 \) is \( (2\gamma|\alpha_0|^2)^{-1} \simeq 2 \times 10^{-12} \) seconds!

Conclusion

Even for a system as well protected from the environment as we have assumed for the pendulum, the quantum superpositions of macroscopic states are unobservable. After a very short time, all measurements one can make on a system initially prepared in such a state coincide with those made on a statistical mixture. It is therefore not possible, at present, to observe the effects related to the paradoxical character of a macroscopic quantum superposition. However, it is quite possible to observe "mesoscopic" kittens, for systems which have a limited number of degrees of freedom and are well isolated. The first attempts concerned SQUIDS (Josephson junctions in superconducting rings), but the results were not conclusive. The idea developed here is oriented towards quantum optics, and has been proposed by Bernard Yurke and David Stoler. Phys. Rev. Lett. 57, p. 13 (1986). The most conclusive results have been obtained at the Ecole Normale Superieure in Paris, on microwave photons (50 GHz) stored in a superconducting cavity (M. Brune, E. Hagley, J. Dreyer, X. Maitre, A. Maali, C. Wunderlich, J.-M. Raimond. and S. Haroche, Phys. Rev. Lett. 77, 4887 (1996)). The field stored in the cavity is a quasi-perfect harmonic oscillator. The preparation of the kitten (Sect. 5.2) is accomplished by sending atoms through the cavity. Dissipation (Sect. 5.4) corresponds to the very weak residual absorption by the walls of the superconducting cavity. One can realize "kittens" made of 5 or 10 photons (i.e. \(|\alpha|^2 = 5 \) or \( 10 \)) and one can check the theory precisely, including the decoherence due to dissipation effects.
6. Direct Observation of Field Quantization

We consider here a two-level atom interacting with a single mode of the electromagnetic field. When this mode is treated quantum mechanically, specific features occur in the atomic dynamics, such as damping and revivals of the Rabi oscillations.

6.1 Quantization of a Mode of the Electromagnetic Field

We recall that in classical mechanics, a harmonic oscillator of mass \( m \) and frequency \( \omega/2\pi \) obeys the equations of motion \( \frac{dx}{dt} = p/m \) and \( \frac{dp}{dt} = -m \omega^2 x \) where \( x \) is the position and \( p \) the momentum of the oscillator. Defining the reduced variables \( X(t) = x(t) \sqrt{m \omega/\hbar} \) and \( P(t) = p(t)/\sqrt{\hbar m \omega} \), the equations of motion of the oscillator are

\[
\frac{dX}{dt} = \omega P \quad \frac{dP}{dt} = -\omega X ,
\]

and the total energy \( U(t) \) is given by

\[
U(t) = \frac{\hbar \omega}{2} (X^2(t) + P^2(t)) .
\]

6.1.1. Consider a cavity for electromagnetic waves, of volume \( V \). Throughout this chapter, we consider a single mode of the electromagnetic field, of the form

\[
E(r, t) = u_x e(t) \sin kz \quad B(r, t) = u_y b(t) \cos kz ,
\]

where \( u_x, u_y \) and \( u_z \) are an orthonormal basis. We recall Maxwell’s equations in vacuum:

\[
\nabla \cdot E(r, t) = 0 \quad \nabla \wedge E(r, t) = -\frac{\partial B(r, t)}{\partial t} ,
\]

\[
\nabla \cdot B(r, t) = 0 \quad \nabla \wedge B(r, t) = \frac{1}{c^2} \frac{\partial E(r, t)}{\partial t} ,
\]

and the total energy \( U(t) \) of the field in the cavity:

\[
U(t) = \int_V \left( \frac{\epsilon_0}{2} E^2(r, t) + \frac{1}{2\mu_0} B^2(r, t) \right) d^3r \quad \text{with} \quad \epsilon_0 \mu_0 c^2 = 1 .
\]
(a) Express $de/dt$ and $db/dt$ in terms of $k, c, e(t), b(t)$.
(b) Express $U(t)$ in terms of $V, e(t), b(t), \epsilon_0, \mu_0$. One can take
\[
\int_V \sin^2 k z \, d^3 r = \int_V \cos^2 k z \, d^3 r = \frac{V}{2}.
\]
(c) Setting $\omega = ck$ and introducing the reduced variables
\[
\chi(t) = \sqrt{\frac{\epsilon_0 V}{2\hbar \omega}} e(t) \quad \Pi(t) = \sqrt{\frac{V}{2\mu_0 \hbar \omega}} b(t)
\]
show that the equations for $d\chi/dt$, $d\Pi/dt$ and $U(t)$ in terms of $\chi, \Pi$ and $\omega$ are formally identical to equations (6.1) and (6.2).

6.1.1.2. The quantization of the mode of the electromagnetic field under consideration is performed in the same way as that of an ordinary harmonic oscillator. One associates to the physical quantities $\chi$ and $\Pi$, Hermitian operators $\hat{\chi}$ and $\hat{\Pi}$ which satisfy the commutation relation
\[
[\hat{\chi}, \hat{\Pi}] = i.
\]
The Hamiltonian of the field in the cavity is
\[
\hat{H}_C = \frac{\hbar \omega}{2} \left( \hat{\chi}^2 + \hat{\Pi}^2 \right).
\]
The energy of the field is quantized: $E_n = (n + 1/2) \hbar \omega$ ($n$ is a non-negative integer); one denotes by $|n\rangle$ the eigenstate of $\hat{H}_C$ with eigenvalue $E_n$.

The quantum states of the field in the cavity are linear combinations of the set $\{|n\rangle\}$. The state $|0\rangle$, of energy $E_0 = \hbar \omega/2$, is called the “vacuum”, and the state $|n\rangle$ of energy $E_n = E_0 + n\hbar \omega$ is called the “$n$ photon state”. A “photon” corresponds to an elementary excitation of the field, of energy $\hbar \omega$.

One introduces the “creation” and “annihilation” operators of a photon as $\hat{a}^\dagger = (\hat{\chi} - i\hat{\Pi})/\sqrt{2}$ and $\hat{a} = (\hat{\chi} + i\hat{\Pi})/\sqrt{2}$ respectively. These operators satisfy the usual relations:
\[
\hat{a}^\dagger |n\rangle = \sqrt{n + 1} |n + 1\rangle \\
\hat{a} |n\rangle = \sqrt{n} |n - 1\rangle \quad \text{if} \quad n \neq 0 \quad \text{and} \quad \hat{a} |0\rangle = 0.
\]

(a) Express $\hat{H}_C$ in terms of $\hat{a}^\dagger$ and $\hat{a}$. The observable $\hat{N} = \hat{a}^\dagger \hat{a}$ is called the “number of photons”.

The observables corresponding to the electric and magnetic fields at a point $r$ are defined as:
\[
\hat{E}(r) = u_x \sqrt{\frac{\hbar \omega}{\epsilon_0 V}} (\hat{a} + \hat{a}^\dagger) \sin kz
\]
\[
\hat{B}(r) = iu_y \sqrt{\frac{\mu_0 \hbar \omega}{V}} (\hat{a}^\dagger - \hat{a}) \cos kz.
\]
The interpretation of the theory in terms of states and observables is the same as in ordinary quantum mechanics.
(b) Calculate the expectation values $\langle E(r) \rangle$, $\langle B(r) \rangle$, and $\langle n | \hat{H}_C | n \rangle$ in an $n$-photon state.

6.1.3. The following superposition:

$$|\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle,$$

where $\alpha$ is any complex number, is called a “quasi-classical” state of the field.

(a) Show that $|\alpha\rangle$ is a normalized eigenvector of the annihilation operator $\hat{a}$ and give the corresponding eigenvalue. Calculate the expectation value $\langle n \rangle$ of the number of photons in that state.

(b) Show that if, at time $t = 0$, the state of the field is $|\psi(0)\rangle = |\alpha\rangle$, then, at time $t$, $|\psi(t)\rangle = e^{-i\omega t/2}(|\alpha e^{-i\omega t}\rangle).

(c) Calculate the expectation values $\langle E(r) \rangle_t$ and $\langle B(r) \rangle_t$ at time $t$ in a quasi-classical state for which $\alpha$ is real.

(d) Check that $\langle E(r) \rangle_t$ and $\langle B(r) \rangle_t$ satisfy Maxwell’s equations.

(e) Calculate the energy of a classical field such that $E_{cl}(r,t) = \langle E(r) \rangle_t$ and $B_{cl}(r,t) = \langle B(r) \rangle_t$. Compare the result with the expectation value of $\hat{H}_C$ in the same quasi-classical state.

(f) Why do these results justify the name “quasi-classical” state for $|\alpha\rangle$ if $|\alpha| \gg 1$?

6.2 The Coupling of the Field with an Atom

Consider an atom at point $r_0$ in the cavity. The motion of the center of mass of the atom in space is treated classically. Hereafter we restrict ourselves to the two-dimensional subspace of internal atomic states generated by the ground state $|f\rangle$ and an excited state $|e\rangle$. The origin of atomic energies is chosen in such a way that the energies of $|f\rangle$ and $|e\rangle$ are respectively $-\hbar \omega_A/2$ and $+\hbar \omega_A/2$ ($\omega_A > 0$). In the basis $\{|f\rangle, |e\rangle\}$, one can introduce the operators:

$$\hat{\sigma}_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \hat{\sigma}_+ = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad \hat{\sigma}_- = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix},$$

that is to say $\hat{\sigma}_+ |f\rangle = |e\rangle$ and $\hat{\sigma}_- |e\rangle = |f\rangle$, and the atomic Hamiltonian can be written as: $\hat{H}_A = \frac{\hbar \omega_A}{2} \hat{\sigma}_z$.

The set of orthonormal states $\{|f,n\rangle, |e,n\rangle, n \geq 0\}$ where $|f,n\rangle \equiv |f\rangle \otimes |n\rangle$ and $|e,n\rangle \equiv |e\rangle \otimes |n\rangle$ forms a basis of the Hilbert space of the \{atom+photons\} states.

6.2.1. Check that it is an eigenbasis of $\hat{H}_0 = \hat{H}_A + \hat{H}_C$, and give the corresponding eigenvalues.
6.2.2. In the remaining parts of the problem we assume that the frequency of the cavity is exactly tuned to the Bohr frequency of the atom, i.e. $\omega = \omega_A$. Draw schematically the positions of the first 5 energy levels of $\hat{H}_0$. Show that, except for the ground state, the eigenstates of $\hat{H}_0$ are grouped in degenerate pairs.

6.2.3. The Hamiltonian of the electric dipole coupling between the atom and the field can be written as:

$$\hat{W} = \gamma (\hat{a}\sigma_+ + \hat{a}^{\dagger}\sigma_-) ,$$

where $\gamma = -d/\sqrt{\hbar\omega/\varepsilon_0 V} \sin k z_0$, and where the electric dipole moment $d$ is determined experimentally.

(a) Write the action of $\hat{W}$ on the states $|f, n\rangle$ and $|e, n\rangle$.

(b) To which physical processes do $\hat{a}\sigma_+$ and $\hat{a}^{\dagger}\sigma_-$ correspond?

6.2.4. Determine the eigenstates of $\hat{H} = \hat{H}_0 + \hat{W}$ and the corresponding energies. Show that the problem reduces to the diagonalization of a set of $2 \times 2$ matrices. One hereafter sets:

$$|\phi_{n}^{\pm}\rangle = \frac{1}{\sqrt{2}} (|f, n + 1\rangle \pm |e, n\rangle)$$

$$\frac{\hbar\Omega_0}{2} = \gamma = -d/\sqrt{\hbar\omega/\varepsilon_0 V} \sin k z_0 \quad \Omega_n = \Omega_0\sqrt{n + 1} .$$

The energies corresponding to the eigenstates $|\phi_{n}^{\pm}\rangle$ are denoted $E_{n}^{\pm}$.

6.3 Interaction of the Atom and an “Empty” Cavity

In the following, one assumes that the atom crosses the cavity along a line where $\sin k z_0 = 1$.

An atom in the excited state $|e\rangle$ is sent into the cavity prepared in the vacuum state $|0\rangle$. At time $t = 0$, when the atom enters the cavity, the state of the system is $|e, n = 0\rangle$.

6.3.1. What is the state of the system at a later time $t$?

6.3.2. What is the probability $P_f(T)$ of finding the atom in the state $f$ at time $T$ when the atom leaves the cavity? Show that $P_f(T)$ is a periodic function of $T$ ($T$ is varied by changing the velocity of the atom).

6.3.3. The experiment has been performed on rubidium atoms for a couple of states $(f, e)$ such that $d = 1.1 \times 10^{-26}$ C.m and $\omega/2\pi = 5.0 \times 10^{10}$ Hz. The volume of the cavity is $1.87 \times 10^{-6}$ m$^3$ (we recall that $\varepsilon_0 = 1/(36\pi 10^9)$ S.I.). The curve $P_f(T)$, together with the real part of its Fourier transform $J(\nu) = \int_0^\infty \cos(2\pi\nu T) P_f(T) dT$, are shown in Fig. 6.1. One observes a
damped oscillation, the damping being due to imperfections in the experimental setup.

How do theory and experiment compare?
(We recall that the Fourier transform of a damped sinusoid in time exhibits a peak at the frequency of this sinusoid, whose width is proportional to the inverse of the characteristic damping time.)

6.4 Interaction of an Atom with a Quasi-Classical State

The atom, initially in the state $|e\rangle$, is now sent into a cavity where a quasi-classical state $|\alpha\rangle$ of the field has been prepared. At time $t = 0$ the atom enters the cavity and the state of the system is $|e\rangle \otimes |\alpha\rangle$.

6.4.1. Calculate the probability $P_f(T, n)$ of finding, at time $T$, the atom in the state $|f\rangle$ and the field in the state $|n+1\rangle$, for $n \geq 0$. What is the probability of finding the atom in the state $|f\rangle$ and the field in the state $|0\rangle$?

6.4.2. Write the probability $P_f(T)$ of finding the atom in the state $|f\rangle$, independently of the state of the field, as an infinite sum of oscillating functions.

6.4.3. On Fig. 6.2 are plotted an experimental measurement of $P_f(T)$ and the real part of its Fourier transform $J(\nu)$. The cavity used for this measurement is the same as in Fig. 6.1, but the field has been prepared in a quasi-classical state before the atom is sent in.

(a) Determine the three frequencies $\nu_0, \nu_1, \nu_2$ which contribute most strongly to $P_f(T)$.
(b) Do the ratios $\nu_1/\nu_0$ and $\nu_2/\nu_0$ have the expected values?
(c) From the values $J(\nu_0)$ and $J(\nu_1)$, determine an approximate value for the mean number of photons $|\alpha|^2$ in the cavity.
6.5 Large Numbers of Photons: Damping and Revivals

Consider a quasi-classical state $|\alpha\rangle$ of the field corresponding to a large mean number of photons: $|\alpha|^2 \simeq n_0 \gg 1$, where $n_0$ is an integer. In this case, the probability $\pi(n)$ of finding $n$ photons can be cast, in good approximation, in the form:

$$\pi(n) = e^{-|\alpha|^2} \frac{|\alpha|^{2n}}{n!} \simeq \frac{1}{\sqrt{2\pi n_0}} \exp \left( -\frac{(n-n_0)^2}{2n_0} \right).$$

This Gaussian limit of the Poisson distribution can be obtained by using the Stirling formula $n! \sim n^n e^{-n} \sqrt{2\pi n}$ and expanding $\ln \pi(n)$ in the vicinity of $n = n_0$.

6.5.1. Show that this probability takes significant values only if $n$ is in a neighborhood $\delta n$ of $n_0$. Give the relative value $\delta n/n_0$.

6.5.2. For such a quasi-classical state, one tries to evaluate the probability $P_f(T)$ of detecting the atom in the state $f$ after its interaction with the field. In order to do this,

- one linearizes the dependence of $\Omega_n$ on $n$ in the vicinity of $n_0$:
  $$\Omega_n \simeq \Omega_{n_0} + \Omega_0 \frac{n-n_0}{2\sqrt{n_0} + 1},$$  \hspace{1cm} (6.5)

- one replaces the discrete summation in $P_f(T)$ by an integral.

(a) Show that, under these approximations, $P_f(T)$ is an oscillating function of $T$ for short times, but that this oscillation is damped away after a characteristic time $T_D$. Give the value of $T_D$.

We recall that

$$\int_{-\infty}^{\infty} \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-x_0)^2}{2\sigma^2}} \cos(\alpha x) \, dx = e^{-\frac{\alpha^2 \sigma^2}{2}} \cos(\alpha x_0).$$

(b) Does this damping time depend on the mean value of the number of photons $n_0$?

(c) Give a qualitative explanation for this damping.
6.5.3. If one keeps the expression of $P_f(T)$ as a discrete sum, an exact numerical calculation shows that one expects a revival of the oscillations of $P_f(T)$ for certain times $T_R$ large compared to $T_D$, as shown in Fig. 6.3. This phenomenon is called quantum revival and it is currently being studied experimentally.

Keeping the discrete sum but using the approximation (6.5), can you explain the revival qualitatively? How does the time of the first revival depend on $n_0$?
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**Fig. 6.3.** Exact theoretical calculation of $P_f(T)$ for $⟨n⟩ ≃ 25$ photons.

### 6.6 Solutions

**Section 6.1**

6.1.1.

(a) The pair of Maxwell equations $\nabla \cdot \mathbf{E} = 0$ and $\nabla \cdot \mathbf{B} = 0$ are satisfied whatever the values of the functions $e(t)$ and $b(t)$. The equations $\nabla \wedge \mathbf{E} = -(\partial \mathbf{B}/\partial t)$ and $c^2 \nabla \wedge \mathbf{B} = -(\partial \mathbf{E}/\partial t)$ require that:

$$\frac{de}{dt} = c^2 k b(t) \quad \frac{db}{dt} = -ke(t).$$

(b) The electromagnetic energy can be written as:

$$U(t) = \int_V \left( \frac{\epsilon_0}{2} e^2(t) \sin^2 k z + \frac{1}{2\mu_0} b^2(t) \cos^2 k z \right) d^3r$$

$$= \frac{\epsilon_0 V}{4} e^2(t) + \frac{V}{2\mu_0} b^2(t).$$

(c) Under the change of functions suggested in the text, we obtain:

$$\begin{cases} \dot{\chi} = \omega \Pi \\ \dot{\Pi} = -\omega \chi \end{cases} \quad U(t) = \frac{\hbar \omega}{2} \left( \chi^2(t) + \Pi^2(t) \right).$$

These two equations are formally identical to the equations of motion of a particle in a harmonic oscillator potential.
6.1.2. 
(a) From $[\hat{\chi}, \hat{\Pi}] = i$, we deduce that:

$$[\hat{a}, \hat{a}^\dagger] = \frac{1}{2} [\hat{\chi} + i\hat{\Pi}, \hat{\chi} - i\hat{\Pi}] = 1.$$ 

In addition, $\hat{\chi} = (\hat{a} + \hat{a}^\dagger)/\sqrt{2}$ and $\hat{\Pi} = i(\hat{a}^\dagger - \hat{a})/\sqrt{2}$, i.e.:

$$\hat{H}_C = \frac{\hbar \omega}{2} (\hat{a} \hat{a}^\dagger + \hat{a}^\dagger \hat{a}) = \hbar \omega \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right),$$

or $\hat{H}_C = \hbar \omega \left( \hat{N} + \frac{1}{2} \right)$.

(b) For an $n$ photon state, we find $\langle n|\hat{a}|n \rangle = \langle n|\hat{a}^\dagger|n \rangle = 0$, which results in $\langle E(r) \rangle = 0 \quad \langle B(r) \rangle = 0$.

The state $|n\rangle$ is an eigenstate of $\hat{H}_C$ with eigenvalue $(n + 1/2)\hbar \omega$, i.e. $\langle H_C \rangle = \left( n + \frac{1}{2} \right) \hbar \omega$.

6.1.3. 
(a) The action of $\hat{a}$ on $|\alpha\rangle$ gives

$$\hat{a}|\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=1}^{\infty} \frac{\alpha^n}{\sqrt{n!}} \sqrt{n}|n - 1\rangle$$

$$= e^{-|\alpha|^2/2} \sum_{n=1}^{\infty} \frac{\alpha^{n-1}}{\sqrt{(n-1)!}} |n - 1\rangle = \alpha|\alpha\rangle.$$ 

The vector $|\alpha\rangle$ is normalized:

$$\langle \alpha|\alpha\rangle = e^{-|\alpha|^2} \sum_{n=0}^{\infty} \frac{\alpha^n}{n!} = 1.$$ 

The expectation value of the number of photons in that state is:

$$\langle n \rangle = \langle \alpha|\hat{N}|\alpha\rangle = \langle \alpha|\hat{a}^\dagger \hat{a}|\alpha\rangle = \|\hat{a}|\alpha\rangle\|^2 = |\alpha|^2.$$ 

(b) The time evolution of $|\psi(t)\rangle$ is given by

$$|\psi(t)\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} e^{-i\omega(n+1/2)t} |n\rangle$$

$$= e^{-i\omega t/2} e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{(\alpha e^{-i\omega t})^n}{\sqrt{n!}} |n\rangle$$

$$= e^{-i\omega t/2} (\alpha e^{-i\omega t}) \rangle.$$
(c) The expectation values of the electric and magnetic fields are

\[ \langle E(r) \rangle_t = 2\alpha \cos \omega t \sin k z \sqrt{\frac{\hbar \omega}{\varepsilon_0 V}} u_x \]

\[ \langle B(r) \rangle_t = -2\alpha \sin \omega t \cos k z \sqrt{\frac{\hbar \omega \mu_0}{V}} u_y . \]

(d) These fields are of the same type as the classical fields considered at the beginning of the problem, with

\[ e(t) = 2\alpha \sqrt{\frac{\hbar \omega}{\varepsilon_0 V}} \cos \omega t \quad \quad b(t) = -2\alpha \sqrt{\frac{\hbar \omega \mu_0}{V}} \sin \omega t . \]

Given the relation \( \varepsilon_0 \mu_0 c^2 = 1 \), we verify that \( \dot{e}(t) = c^2 k b(t) \) and \( \dot{b} = -k e(t) \). Therefore the expectation values of the field operators satisfy Maxwell’s equations.

(e) The energy of the classical field can be calculated using the result of question 6.1.1b. Since \( \cos^2 \omega t + \sin^2 \omega t = 1 \), we find \( U(t) = \hbar \omega \alpha^2 \). This “classical” energy is therefore time-independent. The expectation value of \( H_C \) is:

\[ \langle H_C \rangle = \langle \hbar \omega (N + 1/2) \rangle = \hbar \omega (\alpha^2 + 1/2) . \]

It is also time independent (Ehrenfest’s theorem).

(f) For \(|\alpha| \) much larger than 1, the ratio \( U(t)/\langle H_C \rangle \) is close to 1. More generally, the expectation value of a physical quantity as calculated for a quantum field in the state \(|\alpha\rangle\), will be close to the value calculated for a classical field such that \( E_{cl}(r, t) = \langle E(r) \rangle_t \) and \( B_{cl}(r, t) = \langle B(r) \rangle_t \).

Section 6.2

6.2.1. One checks that

\[ \hat{H}_0|f, n\rangle = \left( -\frac{\hbar \omega_A}{2} + \left( n + \frac{1}{2} \right) \hbar \omega \right) |f, n\rangle , \]

\[ \hat{H}_0|e, n\rangle = \left( \frac{\hbar \omega_A}{2} + \left( n + \frac{1}{2} \right) \hbar \omega \right) |e, n\rangle . \]

6.2.2. For a cavity which resonates at the atom’s frequency, i.e. if \( \omega = \omega_A \), the couple of states \(|f, n + 1\rangle, |e, n\rangle\) are degenerate. The first five levels of \( \hat{H}_0 \) are shown in Fig. 6.4a. Only the ground state \(|f, 0\rangle\) of the atom+field system is non-degenerate.

6.2.3. (a) The action of \( \hat{W} \) on the basis vectors of \( H_0 \) is given by:

\[ \hat{W}|f, n\rangle = \sqrt{n} \gamma |e, n - 1\rangle \quad \text{if} \quad n \geq 1 \]

\[ = 0 \quad \text{if} \quad n = 0 \]

\[ \hat{W}|e, n\rangle = \sqrt{n + 1} \gamma |f, n + 1\rangle . \]
### Fig. 6.4. (a) Positions of the five first energy levels of $H_0$. (b) Positions of the five first energy levels of $\hat{H} = \hat{H}_0 + \hat{W}$.

The coupling under consideration corresponds to an electric dipole interaction of the form $-\hat{D} \cdot \hat{E}(\mathbf{r})$, where $\hat{D}$ is the observable electric dipole moment of the atom.

(b) $\hat{W}$ couples the two states of each degenerate pair. The term $\hat{a} \hat{\sigma}_+$ corresponds to the absorption of a photon by the atom, which undergoes a transition from the ground state to the excited state. The term $\hat{a}^\dagger \hat{\sigma}_-$ corresponds to the emission of a photon by the atom, which undergoes a transition from the excited state to the ground state.

#### 6.2.4

The operator $\hat{W}$ is block-diagonal in the eigenbasis of $\hat{H}_0 \{ |f, n\rangle, |e, n\rangle \}$. Therefore:

- The state $|f, 0\rangle$ is an eigenstate of $\hat{H}_0 + \hat{W}$ with the eigenvalue 0.
- In each eigen-subspace of $\hat{H}_0$ generated by $\{ |f, n+1\rangle, |e, n\rangle \}$ with $n \geq 0$, one must diagonalize the $2 \times 2$ matrix:

\[
\begin{pmatrix}
(n+1)\hbar \omega & \hbar \Omega_n / 2 \\
\hbar \Omega_n / 2 & (n+1)\hbar \omega
\end{pmatrix}
\]

whose eigenvectors and corresponding eigenvalues are $(n \geq 0)$:

- $|\phi_n^+\rangle$ corresponding to $E^+_n = (n+1)\hbar \omega + \frac{\hbar \Omega_n}{2}$
- $|\phi_n^-\rangle$ corresponding to $E^-_n = (n+1)\hbar \omega - \frac{\hbar \Omega_n}{2}$.

The first five energy levels of $\hat{H}_0 + \hat{W}$ are shown in Fig. 6.4b.

### Section 6.3

#### 6.3.1

We expand the initial state on on the eigenbasis of $\hat{H}$:
6.6 Solutions

- \( |\psi(0)\rangle = |e, 0\rangle = \frac{1}{\sqrt{2}} \left( |\phi_0^+\rangle - |\phi_0^-\rangle \right) \).

The time evolution of the state vector is therefore given by:

\[
|\psi(t)\rangle = \frac{1}{\sqrt{2}} \left( e^{-iE_0^+t/\hbar} |\phi_0^+\rangle - e^{-iE_0^-t/\hbar} |\phi_0^-\rangle \right) = \frac{e^{-i\omega t}}{\sqrt{2}} \left( e^{-i\Omega_0 t/2} |\phi_0^+\rangle - e^{i\Omega_0 t/2} |\phi_0^-\rangle \right).
\]

6.3.2. In general, the probability of detecting the atom in the state \( f \), independently of the field state, is given by:

\[
P_f(T) = \sum_{n=0}^{\infty} |\langle f, n |\psi(T)\rangle|^2.
\]

In the particular case of an initially empty cavity, only the term \( n = 1 \) contributes to the sum. Using \( |f, 1\rangle = (|\phi_0^+\rangle + |\phi_0^-\rangle) / \sqrt{2} \), we find

\[
P_f(T) = \sin^2 \frac{\Omega_0 T}{2} = \frac{1}{2} \left( 1 - \cos \Omega_0 T \right).
\]

It is indeed a periodic function of \( T \), with angular frequency \( \Omega_0 \).

6.3.3. Experimentally, one measures an oscillation of frequency \( \nu_0 = 47 \text{ kHz} \). This result corresponds to the expected value:

\[
\nu_0 = \frac{1}{2\pi} \frac{2d}{\hbar} \sqrt{\frac{\hbar \omega}{\epsilon_0 V}}.
\]

Section 6.4

6.4.1. Again, we expand the initial state on the eigenbasis of \( \hat{H}_0 + \hat{W} \):

\[
|\psi(0)\rangle = |e\rangle \otimes |\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |e, n\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} \frac{1}{\sqrt{2}} \left( |\phi_n^+\rangle - |\phi_n^-\rangle \right).
\]

At time \( t \) the state vector is

\[
|\psi(t)\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} \frac{1}{\sqrt{2}} \left( e^{-iE_n^+t/\hbar} |\phi_n^+\rangle - e^{-iE_n^-t/\hbar} |\phi_n^-\rangle \right).
\]

We therefore observe that:
• the probability of finding the atom in the state $|f\rangle$ and the field in the state $|0\rangle$ vanishes for all values of $T$,

• the probability $P_f(T, n)$ can be obtained from the scalar product of $|\psi(t)\rangle$ and $|f, n + 1\rangle = (|\phi_{n}^+\rangle + |\phi_{n}^-\rangle) / \sqrt{2}$:

$$P_f(T, n) = \frac{1}{4} e^{-|\alpha|^2} \frac{|\alpha|^{2n}}{n!} e^{-iE_n^+ t/\hbar} - e^{-iE_n^- t/\hbar}$$

$$= e^{-|\alpha|^2} \frac{|\alpha|^{2n}}{n!} \sin^2 \frac{\Omega_n T}{2} = \frac{1}{2} e^{-|\alpha|^2} \frac{|\alpha|^{2n}}{n!} (1 - \cos \Omega_n T).$$

### 6.4.2.

The probability $P_f(T)$ is simply the sum of all probabilities $P_f(T, n)$:

$$P_f(T) = \sum_{n=0}^{\infty} P_f(T, n) = \frac{1}{2} - \frac{e^{-|\alpha|^2}}{2} \sum_{n=0}^{\infty} \frac{|\alpha|^{2n}}{n!} \cos \Omega_n T.$$

### 6.4.3.

(a) The three most prominent peaks of $J(\nu)$ occur at the frequencies $\nu_0 = 47$ kHz (already found for an empty cavity), $\nu_1 = 65$ kHz and $\nu_2 = 81$ kHz.

(b) The ratios of the measured frequencies are very close to the theoretical predictions: $\nu_1 / \nu_0 = \sqrt{2}$ and $\nu_2 / \nu_0 = \sqrt{3}$.

(c) The ratio $J(\nu_1)/J(\nu_0)$ is of the order of 0.9. Assuming the peaks have the same widths, and that these widths are small compared to the splitting $\nu_1 - \nu_0$, this ratio corresponds to the average number of photons $|\alpha|^2$ in the cavity.

Actually, the peaks overlap, which makes this determination somewhat inaccurate. If one performs a more sophisticated analysis, taking into account the widths of the peaks, one obtains $|\alpha|^2 = 0.85 \pm 0.04$ (see reference at end of this chapter).

**Comment:** One can also determine $|\alpha|^2$ from the ratio $J(\nu_2)/J(\nu_1)$ which should be equal to $|\alpha|^2/2$. However, the inaccuracy due to the overlap of the peaks is greater than for $J(\nu_1)/J(\nu_0)$, owing to the smallness of $J(\nu_2)$.

### Section 6.5

#### 6.5.1.

The probability $\pi(n)$ takes significant values only if $(n - n_0)^2/(2n_0)$ is not much larger than 1, i.e. for integer values of $n$ in a neighborhood of $n_0$ of relative extension of the order of $1/\sqrt{n_0}$. For $n_0 \gg 1$, the distribution $\pi(n)$ is therefore peaked around $n_0$.

#### 6.5.2.

(a) Consider the result of question 6.4.2, where we replace $\Omega_n$ by its approximation (6.5):

$$P_f(T) = \frac{1}{2} - \frac{1}{2} \sum_{n=0}^{\infty} \pi(n) \cos \left[ \left( \Omega_{n_0} + \Omega_0 \frac{n - n_0}{2\sqrt{n_0} + 1} \right) T \right].$$

(6.6)
We now replace the discrete sum by an integral:

\[
P_f(T) = \frac{1}{2} - \frac{1}{2} \int_{-\infty}^{\infty} \frac{e^{-u^2/(2n_0)}}{\sqrt{2\pi n_0}} \left[ \cos \left( \Omega n_0 + \Omega_0 \frac{u}{2\sqrt{n_0} + 1} \right) T \right] du.
\]

We have extended the lower integration bound from \(-n_0\) down to \(-\infty\), using the fact that the width of the gaussian is \(\sqrt{n_0} \ll n_0\). We now develop the expression to be integrated upon:

\[
\cos \left( \Omega n_0 + \Omega_0 \frac{u}{2\sqrt{n_0} + 1} \right) T = \cos(\Omega n_0 T) \cos \left( \frac{\Omega_0 u T}{2\sqrt{n_0} + 1} \right) - \sin(\Omega n_0 T) \sin \left( \frac{\Omega_0 u T}{2\sqrt{n_0} + 1} \right).
\]

The sine term does not contribute to the integral (odd function) and we find:

\[
P_f(T) = \frac{1}{2} - \frac{1}{2} \cos(\Omega n_0 T) \exp \left( -\frac{\Omega_0^2 T^2 n_0}{8(n_0 + 1)} \right).
\]

For \(n_0 \gg 1\), the argument of the exponential simplifies, and we obtain:

\[
P_f(T) = \frac{1}{2} - \frac{1}{2} \cos(\Omega n_0 T) \exp \left( -\frac{T^2}{T_D^2} \right)
\]

with \(T_D = 2\sqrt{2}/\Omega_0\).

(b) In this approximation, the oscillations are damped out in a time \(T_D\) which is independent of the number of photons \(n_0\). For a given atomic transition (for fixed values of \(d\) and \(\omega\)), this time \(T_D\) increases like the square root of the volume of the cavity. In the limit of an infinite cavity, i.e. an atom in empty space, this damping time becomes infinite: we recover the usual Rabi oscillation. For a cavity of finite size, the number of visible oscillations of \(P_f(T)\) is roughly \(\nu n_0 T_D \sim \sqrt{n_0}\).

(c) The function \(P_f(T)\) is made up of a large number of oscillating functions with similar frequencies. Initially, these different functions are in phase, and their sum \(P_f(T)\) exhibits marked oscillations. After a time \(T_D\), the various oscillations are no longer in phase with one another and the resulting oscillation of \(P_f(T)\) is damped. One can find the damping time by simply estimating the time for which the two frequencies at half width on either side of the maximum of \(\pi(n)\) are out of phase by \(\pi\):

\[
\Omega n_0 + \sqrt{n_0} T_D \sim \Omega n_0 - \sqrt{n_0} T_D + \pi \quad \text{and} \quad \sqrt{n_0} \pm \sqrt{n_0} \simeq \sqrt{n_0} \pm \frac{1}{2}
\]

\[
\Rightarrow \quad \Omega n_0 T_D \sim \pi.
\]
6.5.3. Within the approximation (6.5) suggested in the text, equation (6.6) above corresponds to a periodic evolution of period

$$T_R = \frac{4\pi}{\Omega_0} \sqrt{n_0 + 1}.$$ 

Indeed

$$\left(\Omega_{n_0} + \Omega_0 \frac{n - n_0}{2\sqrt{n_0 + 1}}\right) T_R = 4\pi (n_0 + 1) + 2\pi(n - n_0).$$

We therefore expect that all the oscillating functions which contribute to $P_f(T)$ will reset in phase at times $T_R, 2T_R, \ldots$. The time of the first revival, measured in Fig. 6.3, is $\Omega_0 T \simeq 64$, in excellent agreement with this prediction. Notice that $T_R \sim 4 \sqrt{n_0} T_D$, which means that the revival time is always large compared to the damping time.

Actually, one can see from the result of Fig. 6.3 that the functions are only partly in phase. This comes from the fact that the numerical calculation has been done with the exact expression of $\Omega_n$. In this case, the difference between two consecutive frequencies $\Omega_{n+1} - \Omega_n$ is not exactly a constant, contrary to what happens in approximation (6.5); the function $P_f(T)$ is not really periodic. After a few revivals, one obtains a complicated behavior of $P_f(T)$, which can be analysed with the techniques developed for the study of chaos.

**Comments:** The damping phenomenon which we have obtained above is "classical": one would obtain it within a classical description of the interaction of the field and the atom, by considering a field whose intensity is not well defined (this would be the analog of a distribution $\pi(n)$ of the number of photons). On the other hand, the revival comes from the fact that the set of frequencies $\Omega_n$ is discrete. It is a direct consequence of the quantization of the electromagnetic field, in the same way as the occurrence of frequencies $\nu_0 \sqrt{2}, \nu_0 \sqrt{3}, \ldots$ in the evolution of $P_f(T)$ (Sect. 6.4).

The experiments described in this problem have been performed in Paris, at the Laboratoire Kastler Brossel. The pair of levels $(f, e)$ correspond to very excited levels of rubidium, which explains the large value of the electric dipole moment $d$. The field is confined in a superconducting niobium cavity ($Q$-factor of $\sim 10^8$), cooled down to 0.8 K in order to avoid perturbations to the experiment due to the thermal black body radiation.

**Reference**

7. Decay of a Tritium Atom

The nucleus of the tritium atom is the isotope $^3\text{H}$, of charge $Z = 1$. This nucleus is radioactive and transforms into a $^3\text{He}$ nucleus by $\beta$ decay. The purpose of this chapter is to study the electronic state of the $^3\text{He}^+$ ion formed after the decay.

We consider nuclei as infinitely massive compared to the electron, of mass $m$. We write $a_1 = \hbar^2/(mc^2)$ for the Bohr radius and $E_1 = mc^2\alpha^2/2 \simeq 13.6$ eV for the ionization energy of the hydrogen atom, where $\alpha$ is the fine structure constant $[e^2 = q^2/(4\pi\varepsilon_0)$, where $q$ is the electron charge].

In the ground state $|\psi_0\rangle$ of the tritium atom, the wave function of the electron ($n = 1, l = 0, m = 0$) is the same as in the normal hydrogen atom:

$$\psi_0(r) = \frac{1}{\sqrt{\pi a_1^3}} e^{-r/a_1}.$$  \hspace{1cm} (7.1)

The $\beta$ decay of the tritium nucleus leads to:

$$^3\text{H} \rightarrow ^3\text{He} + e^- + \bar{\nu}$$  \hspace{1cm} (7.2)

($\bar{\nu}$ is an antineutrino), where the emitted electron has an energy of the order of 15 keV and the helium nucleus $^3\text{He}$ has charge $Z = 2$. The decay is an instantaneous process; the $\beta$ electron is emitted with a large velocity and leaves the atomic system very rapidly. Consequently, an ionized $^3\text{He}^+$ atom is formed, for which, at the time $t_0$ of the decay, the wave function of the electron is practically the same as in tritium, and we shall assume it is still given by (7.2). We denote by $|n, l, m\rangle$ the states of the ionized helium atom which is a hydrogen-like system, i.e. one electron placed in the Coulomb field of a nucleus of charge 2.

7.1 The Energy Balance in Tritium Decay

7.1.1. Write the Hamiltonian $\hat{H}_1$ of the atomic electron before the decay and the Hamiltonian $\hat{H}_2$ of this electron after the decay (when the potential term has suddenly changed).

7.1.2. What are, in terms of $E_1$, the energy levels of the $^3\text{He}^+$ atom? Give its Bohr radius and its ground state wave function $\varphi_{100}(r)$. 
7.1.3. Calculate the expectation value \( \langle E \rangle \) of the energy of the electron after the decay. One can for instance make use of the fact that:

\[
\langle \psi_0 \mid \frac{1}{r} \mid \psi_0 \rangle = \frac{1}{a_1} \quad \text{and} \quad \hat{H}_2 = \hat{H}_1 - \frac{e^2}{r}.
\]

Give the value of \( \langle E \rangle \) in eV.

7.1.4. Express in terms of \( |\psi_0\rangle \) and \( |n, l, m\rangle \) the probability amplitude \( c(n, l, m) \) and the probability \( p(n, l, m) \) of finding the electron in the state \( |n, l, m\rangle \) of \( ^3\text{He}^+ \) after the decay. Show that only the probabilities \( p_n = p(n, 0, 0) \) do not vanish.

7.1.5. Calculate the probability \( p_1 \) of finding the electron in the ground state of \( ^3\text{He}^+ \). What is the corresponding contribution to \( \langle E \rangle \)?

7.1.6. A numerical calculation gives the following values:

\[
p_2 = \frac{1}{4}, \quad \sum_{n=3}^{\infty} p_n = 0.02137, \quad \sum_{n=3}^{\infty} \frac{p_n}{n^2} = 0.00177.
\]

Calculate the probability \( \sum_{n=1}^{\infty} p_n \) of finding the atomic electron in a bound state of \( ^3\text{He}^+ \) and the corresponding contribution to \( \langle E \rangle \). Comment on the result.

7.1.7. Experimentally, in the \( \beta \) decay of the tritium atom, one observes that, in about 3% of the events, there are two outgoing electrons, one with a mean kinetic energy \( \langle E_k \rangle \sim 15 \text{ keV} \), the other with \( \langle E_k \rangle \sim 34.3 \text{ eV} \), thus leaving a completely ionized \( ^3\text{He}^{2+} \) nucleus, as if the \( \beta \) decay electron had "ejected" the atomic electron. Explain this phenomenon.

7.2 Solutions

7.1.1. The two Hamiltonians are

\[
\hat{H}_1 = \frac{\hat{p}^2}{2m} - \frac{e^2}{r} \quad \hat{H}_2 = \frac{\hat{p}^2}{2m} - \frac{2e^2}{r}.
\]

7.1.2. The energy levels corresponding to the bound states of a hydrogen-like atom of nuclear charge \( Z \) are \( E_n = -Z^2 E_1/n^2 \). In the present case, \( E_n = -4E_1/n^2 \). The new Bohr radius is \( a_2 = a_1/2 \), and the wave function is

\[
\varphi_{100}(r) = \frac{1}{\sqrt{\pi a_2^3}} e^{-r/a_2}.
\]
7.1.3. The expectation value of the electron energy in the new nuclear configuration is

$$\langle E \rangle = \langle \psi_0 | \hat{H}_2 | \psi_0 \rangle = \langle \psi_0 | \hat{H}_1 | \psi_0 \rangle - \langle \psi_0 | \frac{e^2}{r} | \psi_0 \rangle,$$

which amounts to

$$\langle E \rangle = -E_1 - \frac{e^2}{a_1} = -3E_1 \simeq -40.8 \text{ eV}.$$ 

7.1.4. By definition, the probability amplitude is $c(n, l, m) = \langle n, l, m | \psi_0 \rangle$, and the probability $p(n, l, m) = |\langle n, l, m | \psi_0 \rangle|^2$. The analytic form is

$$c(n, l, m) = \int R_{nl}(r) \ (Y_l^m(\theta, \phi))^* \ \psi_0(\mathbf{r}) \ d^3r,$$

where $R_{nl}(r)$ are the radial wave functions of the $^3\text{He}^+$ hydrogen-like atom. Since $\psi_0$ is of the form $\psi_0(\mathbf{r}) = \chi(r)Y_l^0(\theta, \phi)$, the orthogonality of spherical harmonics implies $p(n, l, m) = 0$ if $(l, m) \neq (0, 0)$.

7.1.5. The probability amplitude in the lowest energy state is

$$(p_1)^{1/2} = 4\pi \int \frac{e^{-r/a_2}}{\sqrt{\pi a_2^3}} \frac{e^{-r/a_1}}{\sqrt{\pi a_1^3}} \ r^2 \ dr \ = \frac{16\sqrt{2}}{27}.$$

Hence the probability $p_1 = 0.70233$ and the contribution to the energy $p_1E_1 = -38.2 \text{ eV}$.

7.1.6. With the numerical values given in the text, one has $p_2E_2 = -E_1/4 = -3.4 \text{ eV}$, and $p = \sum_{l=1}^{\infty} p_n = 0.9737$. The contribution to $\langle E \rangle$ is $\langle E_B \rangle = \sum_{l=1}^{\infty} p_n E_n = -3.0664 \ E_1 = -41.7 \text{ eV}$. The total probability is smaller than 1; there exists a non-zero probability $(1 - p) = 0.026$ that the atomic electron is not bound in the final state.

The contribution of bound states $\langle E_B \rangle = -41.7 \text{ eV}$ is smaller than the total expectation value of the energy $\langle E \rangle$ by 0.9 eV. The probability $(1 - p)$ corresponds therefore to a positive electron energy, i.e. an ionization of $^3\text{He}^+$ into $^3\text{He}^{2+}$ with emission of the atomic electron.

7.1.7. There is necessarily a probability $1 - p = 0.026$ for the atomic electron not to be bound around the helium nucleus, therefore that the helium atom be completely ionized in the decay. If the mean kinetic energy of the expelled electron is $E_k \sim 34.3 \text{ eV}$, this represents a contribution of the order of $(1 - p)E_k \sim +0.89 \text{ eV}$ to the mean energy which compensates the apparent energy deficit noted above.
Comment: This type of reaction is currently being intensively studied in order to determine the neutrino mass. If $M_1$ and $M_2$ are the masses of the two nuclei, $E_\beta$ the energy of the $\beta$ electron, $E$ the energy of the atomic electron, and $E_\nu$ the neutrino energy, energy conservation gives for each event:

$$M_1 c^2 - E_1 = M_2 c^2 + E_\beta + E_\nu + E.$$ 

For a given value of $E$, the determination of the maximum energy of the $\beta$ electron (which covers all the spectrum up to 19 keV in the tritium atom case) provides a method for determining the minimum value $m_\nu c^2$ of $E_\nu$ through this energy balance. An important theoretical problem is that current experiments are performed on molecular tritium (HT or TT molecules) and that molecular wave functions are not known explicitly, contrary to the atomic case considered here.
8. The Hydrogen Atom in Crossed Fields

We study using perturbation theory the modification of the energy spectrum of a hydrogen atom placed in crossed static electric and magnetic fields. We thus recover (in the perturbative regime) a result first derived by Pauli.

In his famous 1925 paper on the hydrogen atom, W. Pauli made use of the particular symmetry of the Coulomb problem. In addition to the hydrogen spectrum, he was able to calculate the splitting of the levels in an electric field (Stark effect) or in a magnetic field (Zeeman effect). Pauli also noticed that he could obtain a simple and compact formula for the level splitting in a superposition of a magnetic field $B_0$ and an electric field $E_0$ both static and uniform, and perpendicular to each other. In this case, he found that a level with principal quantum number $n$ is split into $2n - 1$ sublevels $E_n + \delta E_n^{(k)}$ with

$$\delta E_n^{(k)} = \hbar k \left( \omega_0^2 + \omega_e^2 \right)^{1/2}, \quad (8.1)$$

where $k$ is an integer ranging from $-(n-1)$ to $n-1$, $\omega_0$ and $\omega_e$ are respectively proportional to $B_0$ and $E_0$, and $\omega_e$ can be written as

$$\omega_e = \frac{3}{2} \Omega_e f(n) \quad \text{with} \quad \Omega_e = \frac{4\pi e_0 \hbar}{M q_e} E_0,$$

where $M$ and $q_e$ are the mass and charge of the electron, and where $f(n)$ depends on $n$ only.

It is only in 1983 that Pauli’s result was verified experimentally. Our purpose, here, is to prove equation (8.1) in the special case $n = 2$, to calculate $\omega_0$ and $\omega_e$ in that case, and, by examining the experimental result for $n = 34$, to guess what was the very simple formula found by Pauli for $f(n)$.

8.1 The Hydrogen Atom in Crossed Electric and Magnetic Fields

We consider the $n = 2$ level of the hydrogen atom. We neglect all spin effects. We assume that $B_0$ is along the $z$ axis and $E_0$ along the $x$ axis. We use first order perturbation theory.
8.1.1. What are the energy levels and the corresponding eigenstates in the presence of \( B_0 \) only? Check that (8.1) is valid in this case and give the value of \( \omega_0 \)?

8.1.2. In the presence of \( E_0 \) only, the perturbing Hamiltonian is the electric dipole term \( \hat{H}_E = -\hat{D} \cdot \vec{E}_0 = -q_e \hat{r} \cdot \vec{E}_0 \). Write the matrix representing \( \hat{H}_E \) in the \( n = 2 \) subspace under consideration.

We recall that:

(a) \( \int_0^\infty r^3 R_{2s}(r) R_{2p}(r) \, dr = 3\sqrt{3} a_1 \) where \( R_{2s} \) and \( R_{2p} \) are the radial wave functions for the level \( n = 2, l = 0 \) and \( n = 2, l = 1 \) respectively, and where \( a_1 = \hbar^2/(Me^2) \) is the Bohr radius \( (e^2 = q_e^2/4\pi\varepsilon_0) \).

(b) In spherical coordinates (\( \theta \) polar angle and \( \phi \) azimuthal angle), the \( l = 0 \) and \( l = 1 \) spherical harmonics are

\[
Y_0^0(\theta, \phi) = \frac{1}{\sqrt{4\pi}},
\]

\[
Y_{1}^{\pm 1}(\theta, \phi) = \pm \sqrt{\frac{3}{8\pi}} \sin \theta \, e^{\pm i\phi},
\]

\[
Y_{1}^{0}(\theta, \phi) = \sqrt{\frac{3}{4\pi}} \cos \theta.
\]

8.1.3. Calculate the energies of the levels originating from the \( n = 2 \) level in the presence of the crossed fields \( E_0 \) and \( B_0 \). Show that one recovers (8.1) with \( \omega_e = (3/2)f(2)\Omega_e \), and give the value of \( f(2) \).

8.2 Pauli’s Result

The first experimental verification of Pauli’s result was achieved in 1983. In Fig. 8.1, the points correspond to a sub-level with a given value of \( k \) arising from the \( n = 34 \) level of an hydrogen-like atom. All points correspond to the same energy of this level, but to different values of the static fields \( E_0 \) and \( B_0 \).

Knowing that \( \omega_e \) is a function of the principal quantum number \( n \) of the form: \( \omega_e = (3/2)f(n)\Omega_e \), and that \( \omega_0 \) and \( \Omega_e \) are the constants introduced above, answer the following questions:

8.2.1. Does the experimental data agree with equation (8.1)?

8.2.2. Write the quantity \( \omega_0^2 + \omega_e^2 \) in the form \( \lambda (\gamma B_0^2 + \frac{1}{f^2}(n)E_0^2) \), give the value of the constant \( \gamma \), and calculate \( f(34) \).

8.2.3. Guess Pauli’s result concerning \( f(n) \).

\footnote{Figure 8.1 was obtained by F. Biraben, D. Delande, J.-C. Gay, and F. Penent, with rubidium atoms prepared in a Rydberg state, i.e. with an electron placed in a strongly excited level (see J.-C. Gay, in Atoms in unusual situations, J.-P. Briand ed., p. 107, Plenum, New York, 1986).}
8.3 Solutions

Section 8.1

8.1.1. Consider a state $|n, l, m\rangle$. The orbital magnetic moment of the electron is $\hat{\mu}_{\text{orb}} = \gamma_0 \hat{L}$, with $\gamma_0 = q_e/(2M)$. The magnetic Hamiltonian is $\hat{H} = -\hat{\mu}_{\text{orb}} \cdot \hat{B} = -(q_e/2M) \hat{L}_z B_0$.

At first order perturbation theory, the energy levels originating from the $n = 2$ subspace (angular momentum $l = 0$ or $l = 1$) are $m \hbar \omega_0$ with $m = -1, 0, +1$, and $\omega_0 = -q_e B_0/(2M)$ ($\omega_0 > 0$ for $B_0 > 0$). The corresponding states are

$|2s\rangle$ and $|2p, m = 0\rangle$ \hspace{1cm} \delta E = 0

$|2p, m = -1\rangle$ \hspace{1cm} \delta E = -\hbar \omega_0

$|2p, m = +1\rangle$ \hspace{1cm} \delta E = +\hbar \omega_0 .

8.1.2. The Hamiltonian is $\hat{H}_E = -q_e \hat{x} E_0$. We have to calculate the 16 matrix elements $\langle 2, l', m'|\hat{x}|2, l, m\rangle$. The integral to be evaluated is

$$\langle 2, l', m'|\hat{x}|2, l, m\rangle = \int \int \left( Y_{l'}^m(\theta, \phi) \right)^* \sin \theta \cos \phi Y_l^m(\theta, \phi) \ d^2 \Omega$$

$$\times \int_0^\infty r^3 (R_{2,l'}(r))^* R_{2,l}(r) \ dr .$$

The angular integral vanishes if $l = l'$. We need only consider the terms $l' = 0, l = 1$ (and the hermitian conjugate $l' = 1, l = 0$), i.e.:

$$3\sqrt{3} a_1 \int \int \frac{1}{\sqrt{4\pi}} \sqrt{\frac{2\pi}{3}} \left(-Y_1^1(\theta, \phi) + Y_1^{-1}(\theta, \phi)\right) Y_1^m(\theta, \phi) \ d^2 \Omega$$
where we have incorporated the radial integral given in the text. One therefore obtains
\(3a_1(\delta_{m,-1} - \delta_{m,1})/\sqrt{2}\). The only non-vanishing matrix elements are \(\langle 2s | \hat{H} | 2p, m = \pm 1 \rangle\) and their hermitian conjugates.

Setting \(\Omega_e = 4\pi\epsilon_0\hbar E_0/(Mq_e)\) = \(g_e E_0 a_1/\hbar\), we obtain the matrix
\[
\hat{H}_E = \frac{3\hbar\Omega_e}{\sqrt{2}} \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
1 & -1 & 0 & 0 \\
\end{pmatrix}
\]
where the rows (columns) are ordered as \(2p, m = 1, 0, -1; 2s\).

**8.1.3.** We want to find the eigenvalues of the matrix
\[
\hbar \begin{pmatrix}
\omega_0 & 0 & 0 & 3\Omega_e/\sqrt{2} \\
0 & 0 & 0 & 0 \\
0 & 0 & -\omega_0 & -3\Omega_e/\sqrt{2} \\
3\Omega_e/\sqrt{2} & 0 & -3\Omega_e/\sqrt{2} & 0 \\
\end{pmatrix}
\]
There is an obvious eigenvalue \(\lambda = 0\) since the \(|2p, m = 0\rangle\) and \(|2s\rangle\) states do not mix in the presence the electric field. The three other eigenvalues are easily obtained as the solutions of:
\[
\lambda(h^2\omega_0^2 - \lambda^2) + 9\hbar^2\Omega_e^2\lambda = 0,
\]
i.e. \(\lambda = 0\) and \(\lambda = \pm\hbar \sqrt{\omega_0^2 + 9\Omega_e^2}\).

The shifts of the energy levels are therefore: \(\delta E = 0\) twice degenerate, and \(\delta E = \pm\hbar \sqrt{\omega_0^2 + 9\Omega_e^2}\). If we adopt the prescription given in the text, we obtain
\[
\omega_e = 3\Omega_e \implies f(2) = 2.
\]

**Section 8.2**

**8.2.1.** We remark that the experimental points are aligned on a straight line \(aB_0^2 + bE_0^2 = \text{constant}\) which is in agreement with (8.1), i.e. a constant value of \(\omega_0^2 + \omega_e^2\) corresponds to a constant value of each energy level.

**8.2.2.** Given the definitions of \(\omega_0\) and \(\Omega_e\), one has
\[
\omega_0^2 + \omega_e^2 = \frac{9}{4} \left(\frac{4\pi\epsilon_0\hbar}{Mq_e}\right)^2 \left[\left(\frac{\alpha c}{3}\right)^2 B_0^2 + f^2(n) E_0^2\right],
\]
where \(\alpha\) is the fine structure constant and \(c\) the velocity of light. The experimental line
\[
(\alpha c/3)^2 B_0^2 + f^2(34) E_0^2
\]
goes through the points \(E_0^2 = 0, B_0^2 \simeq 87 \times 10^{-4} \text{T}^2\) and \(B_0^2 = 0, E_0^2 \simeq 4 \times 10^6 \text{V}^2\text{m}^{-2}\). This gives \(f(34) = 34\).

**8.2.3.** Indeed, the very simple result found by Pauli was \(f(n) = n\).
9. Exact Results for the Three-Body Problem

The three-body problem is a famous question of mechanics. Newton actually quit physics because he found it too difficult. Henri Poincaré was the first to prove exact properties, and this contributed to his celebrity. The purpose of this chapter is to derive some rigorous results for the three-body problem in quantum mechanics. Here we are interested in obtaining rigorous lower bounds on three-body ground state energies. Upper bounds are obtained by variational calculations. We will see that our lower bounds are actually quite close to the exact answers, to which they provide useful approximations.

9.1 The Two-Body Problem

Consider a system of two particles with equal masses \( m \) and momenta \( \vec{p}_1 \) and \( \vec{p}_2 \), interacting via a potential \( V(r_{12}) \) where \( r_{12} = |\vec{r}_1 - \vec{r}_2| \).

9.1.1. Write the Hamiltonian \( \hat{H} \) of the system. Let \( \vec{P} = \vec{p}_1 + \vec{p}_2 \) and \( \vec{p} = (\vec{p}_1 - \vec{p}_2)/2 \) be the total and relative momentum.

Separate the center of mass \( \hat{H}_{\text{cm}} \) and the relative \( \hat{H}_{12} \) Hamiltonians by writing \( \hat{H} \) as:

\[
\hat{H} = \hat{H}_{\text{cm}} + \hat{H}_{12}, \quad H_{\text{cm}} = \frac{\hat{P}^2}{2M}, \quad \hat{H}_{12} = \frac{\hat{p}^2}{2\mu} + V(r_{12}) \tag{9.1}
\]

where \( M = 2m \) is the total mass of the system. Give the value of the reduced mass \( \mu \) in terms of \( m \).

9.1.2. We denote by \( E^{(2)}(\mu) \) the ground state energy of \( \hat{H}_{12} \). Give the expression for \( E^{(2)}(\mu) \) in the two cases \( V(r) = -b^2/r \) and \( V(r) = \kappa r^2/2 \).

9.2 The Variational Method

Let \( \{|n\} \) be the orthonormal eigenstates of a Hamiltonian \( \hat{H} \) and \( \{E_n\} \) the ordered sequence of its corresponding eigenvalues: \( E_0 < E_1 < E_2 < \cdots \).

9.2.1. Show that \( \langle n | \hat{H} | n \rangle = E_n \).
9.2.2. Consider an arbitrary vector $|\psi\rangle$ of the Hilbert space of the system. By expanding $|\psi\rangle$ on the basis $\{|n\rangle\}$, demonstrate the inequality

$$\forall \psi, \quad \langle \psi | \hat{H} | \psi \rangle \geq E_0 \langle \psi | \psi \rangle. \quad (9.2)$$

9.2.3. Show that the previous result remains valid if $\hat{H}$ is the Hamiltonian of a two-body subsystem and $|\psi\rangle$ a three-body state. In order to do so, one can denote by $\hat{H}_{12}$ the Hamiltonian of the $(1,2)$ subsystem in the three-body system of wave function $\psi(r_1, r_2, r_3)$. One can first consider a given value of $r_3$, and then integrate the result over this variable.

9.3 Relating the Three-Body and Two-Body Sectors

Consider a system of three-particles of equal masses $m$ with pairwise interactions:

$$V = V(r_{12}) + V(r_{13}) + V(r_{23}).$$

9.3.1. Check the identity

$$3(p_1^2 + p_2^2 + p_3^2) = (p_1 + p_2 + p_3)^2 + (p_1 - p_2)^2 + (p_2 - p_3)^2 + (p_3 - p_1)^2$$

and show that the three-body Hamiltonian $\hat{H}^{(3)}$ can be written as

$$\hat{H}^{(3)} = \hat{H}_{\text{cm}} + \hat{H}_{\text{rel}}^{(3)}, \quad \hat{H}_{\text{cm}} = \frac{\hat{P}^2}{6m},$$

where $\hat{P} = \hat{p}_1 + \hat{p}_2 + \hat{p}_3$ is the total three-body momentum, and where the relative Hamiltonian $\hat{H}^{(3)}_{\text{rel}}$ is a sum of two-particle Hamiltonians of the type defined in (9.1),

$$\hat{H}^{(3)}_{\text{rel}} = \hat{H}_{12} + \hat{H}_{23} + \hat{H}_{31}$$

with a new value $\mu'$ of the reduced mass. Express $\mu'$ in terms of $m$.

9.3.2. Do the two-body Hamiltonians $\hat{H}_{ij}$ commute in general? What would be the result if they did?

9.3.3. We note the normalized ground state of $\hat{H}^{(3)}_{\text{rel}}$ by $|\Omega\rangle$ and the corresponding energy by $E^{(3)}$. Show that the three-body ground state energy is related to the ground state energy of each two-body subsystem by the inequality:

$$E^{(3)} \geq 3E^{(2)}(\mu'). \quad (9.3)$$

9.3.4. Which lower bounds on the three-body ground-state energy $E^{(3)}$ does one obtain in the two cases $V(r) = -b^2/r$ and $V(r) = kr^2/2$?

In the first case, the exact result, which can be obtained numerically, is $E^{(3)} \simeq -1.067 m b^4/\hbar^2$. How does this compare with the bound (9.3)?
9.4 The Three-Body Harmonic Oscillator

The three-body problem can be solved exactly in the case of harmonic interactions $V(r) = \kappa r^2 / 2$. In order to do this, we introduce the Jacobi variables:

$$\hat{R}_1 = (\hat{r}_1 - \hat{r}_2) / \sqrt{2}, \quad \hat{R}_2 = (2\hat{r}_3 - \hat{r}_1 - \hat{r}_2) / \sqrt{6}, \quad \hat{R}_3 = (\hat{r}_1 + \hat{r}_2 + \hat{r}_3) / \sqrt{3}$$

$$\hat{Q}_1 = (\hat{p}_1 - \hat{p}_2) / \sqrt{2}, \quad \hat{Q}_2 = (2\hat{p}_3 - \hat{p}_1 - \hat{p}_2) / \sqrt{6}, \quad \hat{Q}_3 = (\hat{p}_1 + \hat{p}_2 + \hat{p}_3) / \sqrt{3}.$$

9.4.1. What are the commutation relations between the components $\hat{R}_j^\alpha$ and $\hat{Q}_k^\beta$ of $\hat{R}_j^\alpha$ and $\hat{Q}_k^\beta$, ($\alpha = 1, 2, 3$, and $\beta = 1, 2, 3$)?

9.4.2. Check that one has $Q_1^2 + Q_2^2 + Q_3^2 = p_1^2 + p_2^2 + p_3^2$, and:

$$3(R_1^2 + R_2^2) = (r_1 - r_2)^2 + (r_2 - r_3)^2 + (r_3 - r_1)^2.$$

9.4.3. Rewrite the three-body Hamiltonian in terms of these variables for a harmonic two-body interaction $V(r) = \kappa r^2 / 2$. Derive the three-body ground state energy from the result. Show that the inequality (9.3) is saturated, i.e. the bound (9.3) coincides with the exact result in that case.

Do you think that the bound (9.3), which is valid for any potential, can be improved without further specifying the potential?

9.5 From Mesons to Baryons in the Quark Model

In elementary particle physics, the previous results are of particular interest since mesons are bound states of two quarks, whereas baryons, such as the proton, are bound states of three quarks. Furthermore, it is an empirical observation that the spectroscopy of mesons and baryons is very well accounted for by non-relativistic potential models for systems of quarks.

The $\phi$ meson, for instance, is a bound state of a strange quark $s$ and its antiquark $\bar{s}$, both of same mass $m_s$. The mass $m_{\phi}$ is given by $m_{\phi} = 2m_s + E^{(2)}(\mu)/c^2$ where $\mu = m_s/2$, $c$ is the speed of light, and $E^{(2)}$ is the ground state energy of the $ss$ system which is bound by a potential $V_{qq}(r)$. The $\Omega^-$ baryon is made of three strange quarks. Its mass is given by $M_\Omega = 3m_s + E^{(3)}(\mu)/c^2$, where $E^{(3)}$ is the ground state energy of the three $s$ quarks, which interact pairwise through a two-body potential $V_{qq}(r)$.

These potentials are related very simply to each other by

$$V_{qq}(r) = \frac{1}{2}V_{qq}(r).$$

It is a remarkable property, called flavor independence, that these potentials are the same for all types of quarks.

9.5.1. Following a procedure similar to that of Sect. 9.3, show that $E^{(3)} \geq (3/2)E^{(2)}(\mu')$; express $\mu'$ in terms of $\mu = m_s/2$. 
9.5.2. Consider the potential $V_{q\bar{q}}(r) = g \ln(r/r_0)$, and the two-body Hamiltonians $\hat{H}^{(2)}(\mu)$ and $\hat{H}^{(2)}(\tilde{\mu})$ corresponding to the same potential but different reduced masses $\mu$ and $\tilde{\mu}$. By rescaling $r$, transform $\hat{H}^{(2)}(\tilde{\mu})$ into $\hat{H}^{(2)}(\mu) + C$, where $C$ is a constant.

Calculate the value of $C$ and show that the eigenvalues $E_n^{(2)}(\mu)$ of $\hat{H}^{(2)}(\mu)$ and $E_n^{(2)}(\tilde{\mu})$ of $\hat{H}^{(2)}(\tilde{\mu})$ are related by the simple formula

$$E_n^{(2)}(\tilde{\mu}) = E_n^{(2)}(\mu) + \frac{g}{2} \ln \frac{\mu}{\tilde{\mu}}.$$

9.5.3. A striking characteristic of the level spacings in quark–antiquark systems is that these spacings are approximately independent of the nature of the quarks under consideration, therefore independent of the quark masses. Why does this justify the form of the above potential $V_{q\bar{q}}(r) = g \ln(r/r_0)$?

9.5.4. Show that the following relation holds between the $\Omega^{-}$ and $\phi$ masses $M_\Omega$ and $m_\phi$:

$$M_\Omega \geq \frac{3}{2} m_\phi + a$$

and express the constant $a$ in terms of the coupling constant $g$.

9.5.5. The observed masses are $m_\phi = 1019 \text{ MeV}/c^2$ and $M_\Omega = 1672 \text{ MeV}/c^2$. The coupling constant is $g = 650 \text{ MeV}$. Test the inequality with these data.

9.6 Solutions

Section 9.1

9.1.1. The two-body Hamiltonian is

$$\hat{H} = \frac{\hat{p}_1^2}{2m} + \frac{\hat{p}_2^2}{2m} + \hat{V}(r_{12}).$$

The center of mass motion can be separated as usual:

$$\hat{H} = \frac{\hat{P}^2}{2M} + \frac{\hat{p}^2}{2\mu} + \hat{V}(r_{12}),$$

where $M = 2m$ and $\mu = m/2$ are respectively the total mass and the reduced mass of the system.

9.1.2. For a Coulomb-type interaction $V(r) = -b^2/r$, we get

$$E^{(2)}(\mu) = -\frac{\mu b^4}{2\hbar^2}.$$

For a harmonic interaction $V(r) = \kappa r^2/2$, we get

$$E^{(2)}(\mu) = \frac{3}{2} \hbar \sqrt{\frac{\kappa}{\mu}}.$$
9.6 Solutions

Section 9.2

9.2.1. By definition, $\langle n | \hat{H} | n \rangle = E_n \langle n | n \rangle = E_n$.

9.2.2. Since $\{ | n \rangle \}$ is a basis of the Hilbert space, $| \psi \rangle$ can be expanded as $| \psi \rangle = \sum c_n | n \rangle$, and the square of its norm is $\langle \psi | \psi \rangle = \sum | c_n \rangle^2$. We therefore have $\langle \psi | \hat{H} | \psi \rangle = \sum E_n | c_n \rangle^2$.

If we simply write

$$\langle \psi | \hat{H} | \psi \rangle - E_0 \langle \psi | \psi \rangle = \sum (E_n - E_0) | c_n \rangle^2,$$

we obtain, since $E_n \geq E_0$ and $| c_n \rangle^2 \geq 0$:

$$\langle \psi | \hat{H} | \psi \rangle \geq E_0 \langle \psi | \psi \rangle.$$  

9.2.3. If $\hat{H} = \hat{H}_{12}$, for fixed $r_3$, $\psi(r_1, r_2, r_3)$ can be considered as a non-normalized two-body wave function. Therefore

$$\int \psi^*(r_1, r_2, r_3) \hat{H}_{12} \psi(r_1, r_2, r_3) \, d^3r_1 \, d^3r_2$$

$$\geq E_0 \int |\psi(r_1, r_2, r_3)|^2 \, d^3r_1 \, d^3r_2.$$  

By integrating this inequality over $r_3$, one obtains the desired result.

Section 9.3

9.3.1. The identity is obvious, since the crossed terms vanish on the right-hand side. Therefore $\hat{H} = \hat{P}^2/(6m) + \hat{H}_{12} + \hat{H}_{23} + \hat{H}_{31}$, with

$$\hat{H}_{ij} = \frac{(\hat{p}_i - \hat{p}_j)^2}{6m} + \hat{V}(r_{ij}) = \frac{[(\hat{p}_i - \hat{p}_j)/2]^2}{2\mu'} + \hat{V}(r_{ij}),$$  

(9.4)

with a reduced mass $\mu' = 3m/4$.

9.3.2. Obviously, $\hat{H}_{12}$ and $\hat{H}_{23}$ do not commute; for instance $\hat{p}_1 - \hat{p}_2$ does not commute with $\hat{V}(r_{23})$. If they did, the three-body energies would just be the sum of two-body energies as calculated with a reduced mass $\mu' = 3m/4$, and the solution of the three-body problem would be simple.

9.3.3. By definition, $E^{(3)} = \langle \Omega | \hat{H}^{(3)}_{rel} | \Omega \rangle = \sum \langle \Omega | \hat{H}^{(2)}_{ij} | \Omega \rangle$. However, owing to the results of questions 9.2.2 and 9.2.3, we have $\langle \Omega | \hat{H}^{(2)}_{ij} | \Omega \rangle \geq E^{(2)}(\mu')$, so that

$$E^{(3)} \geq 3E^{(2)}(\mu') \quad \text{with} \quad \mu' = 3m/4.$$
9.3.4. For a Coulomb-type potential, we obtain

$$E^{(3)} \geq -\frac{3}{2} \frac{\mu' b^4}{\hbar^2} = -\frac{9}{8} \frac{m b^4}{\hbar^2},$$

which deviates by only 6% from the exact answer $-1.067 \frac{m b^4}{\hbar^2}$.

In the harmonic case, we obtain:

$$E^{(3)} \geq 3 \frac{3}{2} \hbar \sqrt{\frac{k}{\mu'}} = 3 \sqrt{3} \hbar \sqrt{\frac{k}{m}}.$$  

Section 9.4

9.4.1. One easily verifies that Jacobi variables satisfy canonical commutation relations:

$$[\hat{R}_j^\alpha, \hat{Q}_k^\beta] = i \hbar \delta_{jk} \delta_{\alpha \beta}.$$  

9.4.2. These relations are a simple algebraic exercise.

9.4.3. We find

$$\hat{H} = \frac{\hat{Q}_1^2}{2m} + \frac{3}{2} \kappa \hat{R}_1^2 + \frac{\hat{Q}_2^2}{2m} + \frac{3}{2} \kappa \hat{R}_2^2 + \frac{\hat{Q}_3^2}{2m} = \hat{H}_1 + \hat{H}_2 + \hat{H}_{cm},$$

where $\hat{H}_{cm} = \hat{Q}_3^2/(2m) = \hat{P}^2/(6m)$ is the center of mass Hamiltonian. The three Hamiltonians $\hat{H}_1$, $\hat{H}_2$, and $\hat{H}_{cm}$ commute. The ground state energy (with the center of mass at rest) is therefore

$$E^{(3)} = 2 \frac{3}{2} \hbar \sqrt{\frac{3 \kappa}{m}} = 3 \sqrt{3} \hbar \sqrt{\frac{k}{m}},$$

which coincides with the lower bound obtained in question 9.3.4. The bound is therefore saturated if the interaction is harmonic.

In order to improve the bound, one must further specify the interaction. Actually, the bound is saturated if and only if the interaction potential is harmonic. Indeed the variational inequality we use becomes an equality if and only if the wave function coincides with the exact ground state wave function. Owing to the particular symmetry of quadratic forms, the Jacobi variables guarantee that this happens in the harmonic case. The property ceases to be true for any other potential.
Section 9.5

9.5.1. The $s\bar{s}$ relative Hamiltonian is

$$\hat{H}^{(2)} = \frac{\hat{p}^2}{m_s} + V_{qq}(r).$$

The $sss$ relative Hamiltonian is (cf. Sect. 9.3):

$$\hat{H}^{(3)} = \sum_{i<j} \left( \frac{(\hat{p}_i - \hat{p}_j)^2}{6m_s} + \frac{1}{2} V_{qq}(r_{ij}) \right)$$

$$= \frac{1}{2} \sum_{i<j} \left( \frac{(\hat{p}_i - \hat{p}_j)^2}{3m_s} + V_{qq}(r_{ij}) \right).$$

Therefore,

$$2\hat{H}^{(3)} = \sum_{i<j} \hat{H}_{ij} \quad \text{with} \quad \hat{H}_{ij} = \frac{((\hat{p}_i - \hat{p}_j)/2)^2}{2\mu'} + V_{qq}(r_{ij})$$

with $\mu' = 3m_s/8 = 3\mu/4$. From this relation we deduce the inequality:

$$2 \ E^{(3)} \geq 3 \ E^{(2)}(\mu') \quad \text{with} \quad \mu' = 3\mu/4 .$$

9.5.2. With the rescaling $r \rightarrow \alpha r$, one obtains:

$$\hat{H}^{(2)}(\tilde{\mu}) = \frac{\tilde{p}^2}{2\alpha^2 \tilde{\mu}} + g \ln \frac{r}{r_0} + g \ln \alpha .$$

The choice $\alpha = \sqrt{\mu/\tilde{\mu}}$ leads to $\hat{H}^{(2)}(\tilde{\mu}) = \hat{H}^{(2)}(\mu) + g \ln \alpha$ so that

$$E_n^{(2)}(\tilde{\mu}) = E_n^{(2)}(\mu) + \frac{g}{2} \ln \frac{\mu}{\tilde{\mu}} .$$

9.5.3. In a logarithmic potential, the level spacing is independent of the mass. This is a remarkable feature of the observed spectra, at least for heavy quarks, and justifies the investigation of the logarithmic potential. Amazingly enough, this empirical prescription works quite well for light quarks, although one might expect that a relativistic treatment is necessary.

9.5.4. The binding energies satisfy

$$E^{(3)} \geq \frac{3}{2} \left( E^{(2)} + \frac{g}{2} \ln \frac{4}{3} \right)$$

with

$$M_\Omega = 3m_s + \frac{E^{(3)}}{c^2} \quad m_\phi = 2m_s + \frac{E^{(2)}}{c^2} .$$

We therefore obtain

$$M_\Omega \geq \frac{3}{2} m_\phi + \frac{3g}{4c^2} \ln \frac{4}{3} .$$
9.5.5. For $g = 650$ MeV and $a = 140$ MeV/c$^2$, we obtain

$$M_\Omega c^2 = 1672\text{ MeV} \geq 1669\text{ MeV},$$

which is remarkably accurate.

Actually, the quark–quark potential is only logarithmic at distances smaller than 1 fm, which corresponds to the $\phi$ mean square radius. At larger distances, it grows more rapidly (linearly). Such inequalities are quite useful in practice for deciding what choice to make for the potential and for its domain of validity. The generalization of such inequalities can be found in the literature quoted below. They are useful in a variety of physical problems.
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10. Analysis of a Stern–Gerlach Experiment

We analyze a Stern–Gerlach experiment, both in its experimental realization and from the theoretical point of view. In the experimental setup considered here, a monochromatic beam of neutrons crosses a region of strongly inhomogeneous magnetic field, and one observes the outgoing beam.

10.1 Preparation of the Neutron Beam

Neutrons produced in a reactor are first “cooled”, i.e. slowed down by crossing liquid hydrogen at 20 K. They are incident on a monocrystal, for instance graphite, from which they are diffracted. To each outgoing direction, there corresponds a well-defined wavelength, and therefore a well-defined momentum. A beryllium crystal acts as a filter to eliminate harmonics, and the vertical extension of the beam is controlled by two gadolinium blocks, which are opaque to neutrons, separated by a thin sheet of (transparent) aluminum of thickness \(a\), which constitutes the collimating slit, as shown in Fig. 10.1.

![Diagram of neutron beam preparation](image)

**Fig. 10.1.** Preparation of the neutron beam.

10.1.1. The de Broglie wavelength of these monochromatic neutrons is \(\lambda = 4.32 \, \text{Å}\). What are their velocity and their kinetic energy?

10.1.2. One observes the impacts of the neutrons on a detector at a distance \(L = 1 \, \text{m}\) from the slit. The vertical extension of the beam at the detector is determined by two factors, first the width \(a\) of the slit, and second the diffraction of the neutron beam by the slit. We recall that the angular width
\( \theta \) of the diffraction peak from a slit of width \( a \) is related to the wavelength \( \lambda \) by \( \sin \theta = \lambda / a \). For simplicity, we assume that the neutron beam is well collimated before the slit, and that the vertical extension \( \delta \) of the beam on the detector is the sum of the width \( a \) of the slit and the width of the diffraction peak.

Show that one can choose \( a \) in an optimal way in order to make \( \delta \) as small as possible. What is the corresponding width of the beam on the detector?

**10.1.3.** In the actual experiment, the chosen value is \( a = 5 \text{ \mu m} \). What is the observed width of the beam at the detector?

Comment on the respective effects of the slit width \( a \) and of diffraction, on the vertical shape of the observed beam on the detector?

The extension of the beam corresponds to the distribution of neutron impacts along the \( z \) axis. Since the purpose of the experiment is not only to observe the beam, but also to measure its "position" as defined by the maximum of the distribution, what justification can you find for choosing \( a = 5 \text{ \mu m} \)?

Figure 10.2 is an example of the neutron counting rate as a function of \( z \). The horizontal error bars, or bins, come from the resolution of the measuring apparatus, the vertical error bars from the statistical fluctuations of the number of neutrons in each bin. The curve is a best fit to the experimental points. Its maximum is determined with an accuracy \( \Delta z \sim 5 \text{ \mu m} \).

![Graph](image)

**Fig. 10.2.** Measurement of the beam profile on the detector.
10.2 Spin State of the Neutrons

In order to completely describe the state of a neutron, i.e. both its spin state and its spatial state, we consider the eigenbasis of the spin projection along the z axis, $\hat{S}_z$, and we represent the neutron state as

$$|\psi(t)\rangle = \begin{pmatrix} \psi_+(r,t) \\ \psi_-(r,t) \end{pmatrix},$$

where the respective probabilities of finding the neutron in the vicinity of point $r$ with its spin component $S_z = \pm \hbar/2$ are

$$d^3P(r, S_z = \pm \hbar/2, t) = |\psi_{\pm}(r, t)|^2 d^3r.$$

10.2.1. What are the probabilities $P_{\pm}(t)$ of finding, at time $t$, the values $\pm \hbar/2$ when measuring $\hat{S}_z$ irrespective of the position $r$?

10.2.2. What is, in terms of $\psi_+$ and $\psi_-$, the expectation value of the x component of the neutron spin $\langle S_x \rangle$ in the state $|\psi(t)\rangle$?

10.2.3. What are the expectation values of the neutron's position $\langle r \rangle$ and momentum $\langle p \rangle$ in the state $|\psi(t)\rangle$?

10.2.4. We assume that the state of the neutron can be written:

$$|\psi(t)\rangle = \psi(r, t) \begin{pmatrix} \alpha_+ \\ \alpha_- \end{pmatrix},$$

where the two complex numbers $\alpha_{\pm}$ are such that $|\alpha_+|^2 + |\alpha_-|^2 = 1$. How do the results of questions 10.2.2 and 10.2.3 simplify in that case?

10.3 The Stern–Gerlach Experiment

Between the slit, whose center is located at the origin of coordinates $(x = y = z = 0)$, and the detector, located in the plane $x = L$, we place a magnet of length $L$ whose field $B$ is directed along the $z$ axis. The magnetic field varies strongly with $z$; see Fig. 10.3.

We assume that the components of the magnetic field are

$$B_x = B_y = 0 \quad B_z = B_0 + b'z.$$

In what follows we choose $^1 B_0 = 1$ T and $b' = 100$ T/m.

The magnetic moment of the neutron $\hat{\mu}$ in the matrix representation that we have chosen for $|\psi\rangle$ is

$$\hat{\mu} = \mu_0 \hat{\sigma},$$

---

$^1$ This form violates Maxwell's equation $\nabla \cdot B = 0$, but it simplifies the following calculation. With a little modification (e.g. $B_x = 0, B_y = -b'y$ and $B_y \ll B_z$ over the region of space crossed by the neutron beam), one can settle this matter, and arrive at the same conclusions.
Fig. 10.3. Magnetic field setup in the Stern–Gerlach experiment.

where \( \hat{\sigma} \) are the usual Pauli matrices, and \( \mu_0 = 1.913 \mu_N \), where \( \mu_N \) is the nuclear magneton \( \mu_N = q\hbar/2M_p = 5.051 \times 10^{-27} \text{ J} \cdot \text{T}^{-1} \). Hereafter, we denote the neutron mass by \( m \).

10.3.1. What is the form of the Hamiltonian for a neutron moving in this magnetic field?

Write the time-dependent Schrödinger equation for the state \( |\psi(t)\rangle \).

Show that the Schrödinger equation decouples into two equations of the Schrödinger type, for \( \psi_+ \) and \( \psi_- \) respectively.

10.3.2. Show that one has

\[
\frac{d}{dt} \int |\psi_{\pm}(r, t)|^2 d^3r = 0.
\]

What does one conclude as to the probabilities of measuring \( \mu_z = \pm \mu_0 \)?

10.3.3. We assume that, at \( t = 0 \), at the entrance of the field zone, one has

\[
|\psi(0)\rangle : \psi(r, 0) \begin{pmatrix} \alpha_+ \\ \alpha_- \end{pmatrix}
\]

and that \( \langle r \rangle = 0, \langle p_y \rangle = \langle p_z \rangle = 0 \) and \( \langle p_x \rangle = p_0 = \hbar/\lambda \), where the value of the wavelength \( \lambda \) has been given above.

The above conditions correspond to the experimental preparation of the neutron beam discussed in Sect. 10.1.

Let \( \hat{A} \) be an observable depending on the position operator \( \hat{r} \) and the momentum operator \( \hat{p} \). We define the numbers \( \langle A_+ \rangle \) and \( \langle A_- \rangle \) by

\[
\langle A_\pm \rangle = \frac{1}{|\alpha_\pm|^2} \int \psi_{\pm}^*(r, t) \hat{A} \psi_{\pm}^*(r, t) d^3r.
\]

What is the physical interpretation of \( \langle A_+ \rangle \) and \( \langle A_- \rangle \)? Show in particular that \( |\psi_+|^2/|\alpha_+|^2 \) and \( |\psi_-|^2/|\alpha_-|^2 \) are probability laws.
10.3.4. Apply Ehrenfest's theorem to calculate the following quantities:

\[ \frac{d}{dt} \langle r_\pm \rangle, \quad \frac{d}{dt} \langle p_\pm \rangle. \]

Solve the resulting equations and give the time evolution of \( \langle r_\pm \rangle \) and \( \langle p_\pm \rangle \). Give the physical interpretation of the result, and explain why one observes a splitting of the initial beam into two beams of relative intensities \( |\alpha_+|^2 \) and \( |\alpha_-|^2 \).

10.3.5. Calculate the splitting between the two beams when they leave the magnet. Express the result in terms of the kinetic energy of the incident neutrons (we recall that \( L = 1 \) m and \( b' = 100 \) T/m).

Given the experimental error \( \delta z \) in the measurement of the position of the maximum intensity of a beam, i.e. \( \delta z = 5 \times 10^{-6} \) m as discussed in question 10.1.3, what is the accuracy on the measurement of the neutron magnetic moment in such an experiment, assuming that the determination of the magnetic field and the neutron energy is not a limitation? Compare with the result of magnetic resonance experiments:

\[ \mu_0 = (-1.91304184 \pm 8.8 \times 10^{-7}) \mu_N. \]

10.3.6. In the same experimental setup, what would be the splitting of a beam of silver atoms (in the original experiment of Stern and Gerlach, the atomic beam came from an oven at 1000 K) of energy \( E \simeq 1.38 \times 10^{-20} \) J. The magnetic moment of a silver atom is the same as that of the valence electron \( |\mu_e| = q\hbar/2m_e \simeq 9.3 \times 10^{-24} \) J.T\(^{-1}\).

10.3.7. Show that, quite generally, in order to be able to separate the two outgoing beams, the condition to be satisfied is of the form

\[ E_\perp t \geq \hbar/2, \]

where \( E_\perp \) is the transverse kinetic energy acquired by the neutrons in the process, and \( t \) is the time they spend in the magnetic field. Comment and conclude.

10.4 Solutions

Section 10.1

10.1.1. We have \( v = \hbar/(\lambda m) \) and \( E = mv^2/2 \), which yields \( v = 916 \) m s\(^{-1}\) and \( E = 0.438 \times 10^{-2} \) eV.

10.1.2. The contribution of diffraction to the beam width is \( \delta_{\text{diff}} = L \tan \theta \sim L\lambda/a \). With the simple additive prescription (which can be improved, but this would not yield very different results), we obtain \( \delta = a + L\lambda/a \) which is
minimal for $a = \sqrt{L\lambda} \approx 21 \, \mu m$. The spreading of the beam on the detector is then equal to the Heisenberg minimum $\delta = 2\sqrt{L\lambda} = 42 \, \mu m$.

The uncertainty relations forbid $\delta$ to be less than some lower limit. In other words, the spreading of the wave packet, which increases as $a$ decreases competes with the spatial definition of the incoming beam.

10.1.3. For $a = 5 \, \mu m$, we have $\delta = 91.5 \, \mu m$.

In that case, the effect of diffraction is predominant. The reason for making this choice is that the shape of the diffraction peak is known and can be fitted quite nicely. Therefore, this is an advantage in determining the position of the maximum. However, one cannot choose $a$ to be too small, otherwise the neutron flux becomes too small, and the number of events is insufficient.

Section 10.2

10.2.1. $P_\pm(t) = \int |\psi_\pm(r, t)|^2 \, d^3r$

N.B. The normalization condition (total probability equal to 1) is

$$P_+ + P_- = 1 \Rightarrow \int (|\psi_+(r, t)|^2 + |\psi_-(r, t)|^2) \, d^3r = 1.$$

The quantity $|\psi_+(r, t)|^2 + |\psi_-(r, t)|^2$ is the probability density of finding the neutron at point $r$.

10.2.2. By definition, the expectation value of $S_x$ is $\langle S_x \rangle = \langle \hat{\psi} \hat{\sigma}_x \hat{\psi} \rangle$ therefore

$$\langle S_x \rangle = \frac{\hbar}{2} \int \left( \psi_+^*(r, t) \psi_-(r, t) + \psi_-^*(r, t) \psi_+(r, t) \right) \, d^3r.$$

10.2.3. Similarly

$$\langle r \rangle = \int r \left( |\psi_+(r, t)|^2 + |\psi_-(r, t)|^2 \right) \, d^3r,$$

$$\langle p \rangle = \frac{\hbar}{i} \int \left( \psi_+^*(r, t) \nabla \psi_+(r, t) + \psi_-^*(r, t) \nabla \psi_-(r, t) \right) \, d^3r.$$

10.2.4. If the variables are factorized, we have the simple results:

$$\langle S_x \rangle = \hbar \text{Re} \left( \alpha_+^* \alpha_- \right)$$

and

$$\langle r \rangle = \int r |\psi(r, t)|^2 d^3r, \quad \langle p \rangle = \frac{\hbar}{i} \int \psi^*(r, t) \nabla \psi(r, t) \, d^3r.$$
Section 10.3

10.3.1. The matrix form of the Hamiltonian is

\[ \hat{H} = \frac{\hat{p}^2}{2m} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - \mu_0 (B_0 + b' \hat{z}) \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} . \]

The Schrödinger equation is

\[ i\hbar \frac{d}{dt} |\psi(t)\rangle = \hat{H} |\psi(t)\rangle . \]

If we write it in terms of the coordinates \( \psi_\pm \) we obtain the uncoupled set

\[ i\hbar \frac{\partial}{\partial t} \psi_+(r, t) = -\frac{\hbar^2}{2m} \Delta \psi_+ - \mu_0 (B_0 + b' z) \psi_+ , \]

\[ i\hbar \frac{\partial}{\partial t} \psi_-(r, t) = -\frac{\hbar^2}{2m} \Delta \psi_- + \mu_0 (B_0 + b' z) \psi_- , \]

or, equivalently \( i\hbar \frac{d}{dt} |\psi_\pm\rangle = \hat{H}_\pm |\psi_\pm\rangle \), with

\[ \hat{H}_\pm = -\frac{\hbar^2}{2m} \Delta \mp \mu_0 (B_0 - b' z) . \]

In other words, we are dealing with two uncoupled Schrödinger equations, where the potentials have the opposite values. This is basically what causes the Stern–Gerlach splitting.

10.3.2. Since both \( \psi_+ \) and \( \psi_- \) satisfy Schrödinger equations, and since \( \hat{H}_\pm \) are both hermitian, we have the usual properties of Hamiltonian evolution for \( \psi_+ \) and \( \psi_- \) separately, in particular the conservation of the norm. The probability of finding \( \mu_z = \pm \mu_0 \), and the expectation value of \( \mu_z \) are both time independent.

10.3.3. By definition, we have

\[ \int |\psi_\pm(r, t)|^2 \, d^3r = |\alpha_\pm|^2 , \]

where \( |\alpha_\pm|^2 \) is time independent. The quantities \( |\psi_+(r, t)|^2/|\alpha_+|^2 \) and \( |\psi_-(r, t)|^2/|\alpha_-|^2 \) are the probability densities for finding a neutron at position \( r \) with, respectively, \( S_z = +\hbar/2 \) and \( S_z = -\hbar/2 \).

The quantities \( \langle A_+ \rangle \) and \( \langle A_- \rangle \) are the expectation values of the physical quantity \( A \), for neutrons which have, respectively, \( S_z = +\hbar/2 \) and \( S_z = -\hbar/2 \).

10.3.4. Applying Ehrenfest’s theorem, one has for any observable

\[ \frac{d}{dt} \langle A_\pm \rangle = \frac{1}{i\hbar |\alpha_\pm|^2} \int \psi^*_\pm(r, t) [\hat{A}, \hat{H}_\pm] \psi_\pm(r, t) \, d^3r . \]
Therefore
\[
\frac{d}{dt} \langle r_\pm \rangle = \langle p_\pm \rangle / m
\]
and
\[
\frac{d}{dt} \langle p_{x\pm} \rangle = \frac{d}{dt} \langle p_{y\pm} \rangle = 0 \quad \frac{d}{dt} \langle p_{z\pm} \rangle = \pm \mu_0 b'.
\]
The solution of these equations is straightforward:
\[
\langle p_{x\pm} \rangle = p_0, \quad \langle p_{y\pm} \rangle = 0, \quad \langle p_{z\pm} \rangle = \pm \mu_0 b' t
\]
\[
\langle x_\pm \rangle = \frac{p_0 t}{m} = vt, \quad \langle y_\pm \rangle = 0, \quad \langle z_\pm \rangle = \pm \frac{\mu_0 b' t^2}{2m}.
\]
Consequently, the expectation values of the vertical positions of the neutrons which have \(\mu_z = +\mu_0\) and \(\mu_z = -\mu_0\) diverge as time progresses: there is a separation in space of the support of the two wave functions \(\psi_+\) and \(\psi_-\). The intensities of the two outgoing beams are proportional to \(|\alpha_+|^2\) and \(|\alpha_-|^2\).

10.3.5. As the neutrons leave the magnet, one has \(\langle x \rangle = L\), therefore \(t = L/v\) and \(\Delta z = |\mu_0 b'| L^2 / m v^2 = |\mu_0 b'| L^2 / 2E\) where \(E\) is the energy of the incident neutrons.

This provides a splitting of \(\Delta z = 0.69\) mm. The error on the position of each beam is \(\delta z = 5\) \(\mu\)m, that is to say a relative error on the splitting of the beams, or equivalently, on the measurement of \(\mu_0\)

\[
\frac{\delta \mu_0}{\mu_0} \approx \frac{\sqrt{2} \delta z}{\Delta z} \sim 1.5\%,
\]
which is far from the accuracy of magnetic resonance measurements.

10.3.6. For silver atoms, one has \(|\mu_0|/2E = 3.4 \times 10^{-4}\) \(T^{-1}\). Hence, in the same configuration, one would obtain, for the same value of the field gradient and the same length \(L = 1\) m, a separation \(\Delta z = 3.4\) cm, much larger than for neutrons. Actually, Stern and Gerlach, in their first experiment, had a much weaker field gradient and their magnet was 20 cm long.

10.3.7. The condition to be satisfied in order to resolve the two outgoing beams is that the distance \(\Delta z\) between the peaks should be larger than the full width of each peak (this is a common criterion in optics; by an appropriate inspection of the line shape, one may lower this limit). We have seen in Sect. 10.1 that the absolute minimum for the total beam extension on the detector is \(2\sqrt{L\lambda}\), which amounts to a full width at half-maximum \(\sqrt{L\lambda}\). In other words, we must have:

\[
\Delta z^2 \geq L \lambda.
\]
In the previous section, we have obtained the value of $\Delta z$, and, by squaring, we obtain $\Delta z^2 = (\mu_0 b')^2 t^4/m^2$, where $t$ is the time spent traversing the magnet.

On the other hand, the transverse kinetic energy of an outgoing neutron is $E_\perp = p_{z\perp}^2/(2m) = (\mu_0 b')^2 t^2/(2m)$.

Putting the two previous relations together, we obtain $\Delta z^2 = 2E_\perp t^2/m$; inserting this result in the first inequality, we obtain

$$E_\perp t \geq \hbar/2,$$

where we have used $L = vt$ and $\lambda = \hbar/mv$. This is nothing but one of the many forms of the time–energy uncertainty relation. The right-hand side is not the standard $\hbar/2$ because we have considered a rectangular shape of the incident beam (and not a Gaussian). This brings in an extra factor of $2\pi$.

Physically, this result is interesting in many respects.

- First, it shows that the effort that counts in making the experiment feasible is not to improve individually the magnitude of the field gradient, or the length of the apparatus, etc., but the particular combination of the product of the energy transferred to the system and the interaction time of the system with the measuring apparatus.

- Secondly, this is a particular example of the fundamental fact stressed by many authors\textsuperscript{2} that a measurement is never point-like. It has always a finite extension both in space and in time. The Stern–Gerlach experiment is actually a very good example of a measuring apparatus in quantum mechanics since it transfers quantum information – here the spin state of the neutron – into space–time accessible quantities – here the splitting of the outgoing beams.

- This time–energy uncertainty relation is encountered in most, if not all quantum measurements. Here it emerges as a consequence of the spreading of the wave packet. It is a simple and fruitful exercise to demonstrate rigorously the above property by calculating directly the time evolution of the following expectation values:

$$\langle \hat{z}_\pm \rangle, \quad \Delta z^2 = \langle z^2_\pm \rangle - \langle z_\pm \rangle^2, \quad \langle E_T \rangle = \frac{\langle p_{z\perp}^2 \rangle}{2m}, \quad \langle \hat{z}_\pm p_\pm \rangle = p_\pm z_\pm.$$
11. Measuring the Electron Magnetic Moment Anomaly

In the framework of the Dirac equation, the gyromagnetic factor $g$ of the electron is equal to 2. In other words the ratio between the magnetic moment and the spin of the electron is $g q/(2m) = q/m$, where $q$ and $m$ are the charge and the mass of the particle. When one takes into account the interaction of the electron with the quantized electromagnetic field, one predicts a value of $g$ slightly different from 2. The purpose of this chapter is to study the measurement of the quantity $g - 2$.

11.1 Spin and Momentum Precession of an Electron in a Magnetic Field

Consider an electron, of mass $m$ and charge $q$ ($q < 0$), placed in a uniform and static magnetic field $B$ directed along the $z$ axis. The Hamiltonian of the electron is

$$\hat{H} = \frac{1}{2m} (\hat{p} - q\hat{A})^2 - \hat{\mu} \cdot B,$$

where $\hat{A}$ is the vector potential $\hat{A} = B \times \hat{r}/2$ and $\hat{\mu}$ is the intrinsic magnetic moment operator of the electron. This magnetic moment is related to the spin operator $\hat{S}$ by $\hat{\mu} = \gamma \hat{S}$, with $\gamma = (1 + a)q/m$. The quantity $a$ is called the magnetic moment “anomaly”. In the framework of the Dirac equation, $a = 0$. Using quantum electrodynamics, one predicts at first order in the fine structure constant $a = \alpha/(2\pi)$.

The velocity operator is $\hat{v} = (\hat{p} - q\hat{A})/m$, and we set $\omega = qB/m$.

11.1.1. Verify the following commutation relations:

$$[\hat{v}_x, \hat{H}] = i\hbar \omega \hat{v}_y ; \quad [\hat{v}_y, \hat{H}] = -i\hbar \omega \hat{v}_x ; \quad [\hat{v}_z, \hat{H}] = 0 .$$

11.1.2. Consider the three quantities

$$C_1(t) = \langle \hat{S}_z \hat{v}_z \rangle , \quad C_2(t) = \langle \hat{S}_x \hat{v}_x + \hat{S}_y \hat{v}_y \rangle , \quad C_3(t) = \langle \hat{S}_x \hat{v}_y - \hat{S}_y \hat{v}_x \rangle .$$

Write the time evolution equations for $C_1, C_2, C_3$. Show that these three equations form a linear differential system with constant coefficients. One will make use of the quantity $\Omega = a\omega$. 
11.1.3. What is the general form for the evolution of $\langle \hat{S} \cdot \hat{v} \rangle$?

11.1.4. A beam of electrons of velocity $v$ is prepared at time $t = 0$ in a spin state such that one knows the values of $C_1(0)$, $C_2(0)$, and $C_3(0)$. The beam interacts with the magnetic field $B$ during the time interval $[0, T]$. One neglects the interactions between the electrons of the beam. At time $T$, one measures a quantity which is proportional to $\langle \hat{S} \cdot \hat{v} \rangle$.

The result of such a measurement is presented in Fig. 11.1 as a function of the time $T$, for a value of the magnetic field $B = 9.4 \times 10^{-3}$ T (data taken from D.T. Wilkinson and H.R. Crane, Phys. Rev. 130, 852 (1963)). Deduce from this curve an approximate value for the anomaly $a$.

11.1.5. Does the experimental value agree with the prediction of quantum electrodynamics?

![Graph](image)

**Fig. 11.1.** Variations of the quantity $\langle \hat{S} \cdot \hat{v} \rangle$, as a function of the time $T$.

### 11.2 Solutions

11.1.1. The electron Hamiltonian is $\hat{H} = m \hat{v}^2 / 2 - \gamma B \hat{S}_z$. The following commutation relations can be established with no difficulty

$$[\hat{v}_x, \hat{v}_y] = \frac{i \hbar q B}{m^2} = i \hbar \omega / m, \quad [\hat{v}_x, \hat{v}_z] = [\hat{v}_y, \hat{v}_z] = 0,$$

$$[\hat{v}_x, \hat{v}_y^2] = [\hat{v}_x, \hat{v}_y] \hat{v}_y + \hat{v}_y [\hat{v}_x, \hat{v}_y] = 2 i \hbar \omega \hat{v}_y / m.$$

Therefore

$$[\hat{v}_x, \hat{H}] = i \hbar \omega \hat{v}_y; \quad [\hat{v}_y, \hat{H}] = -i \hbar \omega \hat{v}_x; \quad [\hat{v}_z, \hat{H}] = 0.$$

11.1.2. We make use of the property $i \hbar (d/dt) \langle \hat{O} \rangle = \langle [\hat{O}, \hat{H}] \rangle$, valid for any observable (Ehrenfest theorem). The time evolution of $C_1$ is trivial:

$$[\hat{S}_z \hat{v}_z, \hat{H}] = 0 \Rightarrow \frac{dC_1}{dt} = 0; \quad C_1(t) = A_1,$$
where $A_1$ is a constant. For $C_2$ and $C_3$, we proceed in the following way:

$$\left[\hat{S}_x \hat{v}_x, \hat{H}\right] = \left[\hat{S}_x \hat{v}_x, m \hat{v}^2/2\right] - \gamma B \left[\hat{S}_x \hat{v}_x, \hat{S}_z\right] = i\hbar \omega (\hat{S}_x \hat{v}_y + (1 + a) \hat{S}_y \hat{v}_x).$$

Similarly,

$$\left[\hat{S}_y \hat{v}_y, \hat{H}\right] = -i\hbar \omega (\hat{S}_y \hat{v}_x + (1 + a) \hat{S}_x \hat{v}_y)$$

$$\left[\hat{S}_z \hat{v}_y, \hat{H}\right] = -i\hbar \omega (\hat{S}_z \hat{v}_x - (1 + a) \hat{S}_y \hat{v}_y)$$

$$\left[\hat{S}_y \hat{v}_x, \hat{H}\right] = i\hbar \omega (\hat{S}_y \hat{v}_y - (1 + a) \hat{S}_x \hat{v}_x).$$

Therefore,

$$\left[\hat{S}_x \hat{v}_x + \hat{S}_y \hat{v}_y, \hat{H}\right] = -i\hbar \omega (\hat{S}_x \hat{v}_y - \hat{S}_y \hat{v}_x)$$

$$\left[\hat{S}_x \hat{v}_y - \hat{S}_y \hat{v}_x, \hat{H}\right] = i\hbar \omega (\hat{S}_x \hat{v}_x + \hat{S}_y \hat{v}_y)$$

and

$$\frac{dC_2}{dt} = -\Omega C_3, \quad \frac{dC_3}{dt} = \Omega C_2.$$

11.1.3. We therefore obtain $d^2 C_2/dt^2 = -\Omega^2 C_2$, whose solution is

$$C_2(t) = A_2 \cos (\Omega t + \varphi),$$

where $A_2$ and $\varphi$ are constant. Hence, the general form of the evolution of $\langle S \cdot v \rangle$ is

$$\langle S \cdot v \rangle(t) = C_1(t) + C_2(t) = A_1 + A_2 \cos (\Omega t + \varphi).$$

In other words, in the absence of anomaly, the spin and the momentum of the electron would precess with the same angular velocity: the cyclotron frequency (precession of momentum) and the Larmor frequency (precession of magnetic moment) would be equal. Measuring the difference in these two frequencies gives a direct measurement of the anomaly $a$, of fundamental importance in quantum electrodynamics.

11.1.4. One calculates the anomaly from the relation $a = \Omega/\omega$. The experimental results for $\langle S \cdot v \rangle$ show a periodic behavior in time with a period $\tau \sim 3 \mu s$, i.e. $\Omega = 2\pi/\tau \sim 2 \times 10^6 s^{-1}$. In a field $B = 0.0094 T$, $\omega = 1.65 \times 10^9 s^{-1}$, and $a = \Omega/\omega \sim 1.2 \times 10^{-3}$.

11.1.5. This value is in good agreement with the theoretical prediction $a = \alpha/2\pi = 1.16 \times 10^{-3}$.

**Remark:** The value of the anomaly is now known with an impressive accuracy:

$$a^{\text{theo.}} = 0.001\,159\,652\,200 (40)$$

$$a^{\text{exp.}} = 0.001\,159\,652\,193 (10).$$

The theoretical calculation includes all corrections up to order 3 in $\alpha$. 

12. Neutron Interferometry

In the late 1970s, Overhauser and his collaborators realized several neutron interference experiments which are of fundamental importance in quantum mechanics, and which settled debates which had started in the 1930s. We study in this chapter two of these experiments, aiming to measure the influence on the interference pattern (i) of the gravitational field and (ii) of a $2\pi$ rotation of the neutron wave function.

We consider here an interferometer made of three parallel, equally spaced crystalline silicon strips, as shown in Fig. 12.1. The incident neutron beam is assumed to be monochromatic.
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**Fig. 12.1.** The neutron interferometer: The three "ears" are cut in a silicon monocystal; $C_2$ and $C_3$ are neutron counters.

For a particular value of the angle of incidence $\theta$, called the Bragg angle, a plane wave $\psi_{\text{inc}} = e^{i(p \cdot r - Et)/\hbar}$, where $E$ is the energy of the neutrons and $p$ their momentum, is split by the crystal into two outgoing waves which are symmetric with respect to the perpendicular direction to the crystal, as shown in Fig. 12.2.

The transmitted wave and the reflected wave have complex amplitudes which can be written respectively as $\alpha = \cos \chi$ and $\beta = i \sin \chi$, where the angle $\chi$ is real.
\[ \psi_1 = \alpha e^{i(p \cdot r - Et)/\hbar} \quad \psi_{II} = \beta e^{i(p' \cdot r - Et)/\hbar}, \] (12.1)

where \(|p| = |p'|\) since the neutrons scatter elastically on the nuclei of the crystal. The transmission and reflection coefficients are \(T = |\alpha|^2\) and \(R = |\beta|^2\), with of course \(T + R = 1\).

In the interferometer shown in Fig. 12.1, the incident neutron beam is horizontal. It is split by the interferometer into a variety of beams, two of which recombine and interfere at point \(D\). The detectors \(C_2\) and \(C_3\) count the outgoing neutron fluxes. The neutron beam velocity corresponds to a de Broglie wavelength \(\lambda = 1.445\ \text{Å}\). We recall the value of neutron mass \(M = 1.675 \times 10^{-27}\ \text{kg}\).

The neutron beam actually corresponds to wave functions which are quasi-monochromatic and which have a finite extension in the transverse directions. In order to simplify the writing of the equations, we only deal with pure monochromatic plane waves, as in (12.1).

### 12.1 Neutron Interferences

12.1.1. The measured neutron fluxes are proportional to the intensities of the waves that reach the counters. Defining the intensity of the incoming beam to be 1 (the units are arbitrary), write the amplitudes \(A_2\) and \(A_3\) of the wave functions which reach the counters \(C_2\) and \(C_3\), in terms of \(\alpha\) and \(\beta\) (it is not necessary to write the propagation terms \(e^{i(p \cdot r - Et)/\hbar}\)). Calculate the measured intensities \(I_2\) and \(I_3\) in terms of the coefficients \(T\) and \(R\).

12.1.2. Suppose that we create a phase shift \(\delta\) of the wave propagating along \(AC\), i.e. in \(C\) the wave function is multiplied by \(e^{i\delta}\).

- Calculate the new amplitudes \(A_2\) and \(A_3\) in terms of \(\alpha\), \(\beta\) and \(\delta\).
- Show that the new measured intensities \(I_2\) and \(I_3\) are of the form
  \[ I_2 = \mu - \nu(1 + \cos \delta) \quad I_3 = \nu(1 + \cos \delta) \]
  and express \(\mu\) and \(\nu\) in terms of \(T\) and \(R\).
- Comment on the result for the sum \(I_2 + I_3\).
12.2 The Gravitational Effect

The phase difference $\delta$ between the beams $ACD$ and $ABD$ is created by rotating the interferometer by an angle $\phi$ around the direction of incidence. This creates a difference in the altitudes of $BD$ and $AC$, which both remain horizontal, as shown in Fig. 12.3. The difference in the gravitational potential energies induces a gravitational phase difference.

12.2.1. Let $d$ be the distance between the silicon strips, whose thickness is neglected here. Show that the side $L$ of the lozenge $ABCD$ and its height $H$, shown in Fig. 12.3, are related to $d$ and to the Bragg angle $\theta$ by $L = d / \cos \theta$ and $H = 2d \sin \theta$. Experimentally the values of $d$ and $\theta$ are $d = 3.6$ cm and $\theta = 22.1^\circ$.

![Fig. 12.3. Turning the interferometer around the incident direction, in order to observe gravitational effects.](image)

12.2.2. For an angle $\phi$, we define the gravitational potential $V$ to be $V = 0$ along $AC$ and $V = V_0$ along $BD$.

- Calculate the difference $\Delta p$ of the neutron momenta in the beams $AC$ and $BD$ (use the approximation $\Delta p \ll p$). Express the result in terms of the momentum $p$ along $AC$, the height $H$, $\sin \phi$, $M$, and the acceleration of gravity $g$.
- Evaluate numerically the velocity $\sqrt{2gH}$. How good is the approximation $\Delta p \ll p$?

12.2.3. Evaluate the phase difference $\delta$ between the paths $ABD$ and $ACD$. One can proceed in two steps:

- Compare the path difference between the segments $AB$ and $CD$.
- Compare the path difference between the segments $BD$ and $AC$.

12.2.4. The variation with $\phi$ of the experimentally measured intensity $I_2$ in the counter $C_2$ is represented in Fig. 12.4. (*The data does not display a minimum exactly at $\phi = 0$ because of calibration difficulties.*)

Deduce from these data the value of the acceleration due to gravity $g$. 
12.3 Rotating a Spin 1/2 by 360 Degrees

The plane of the setup is now horizontal. The phase difference arises by placing along $AC$ a magnet of length $l$ which produces a constant uniform magnetic field $B_0$ directed along the $z$ axis, as shown in Fig. 12.5.

![Diagram](image)

**Fig. 12.5.** Experimental setup for observing the neutron spin Larmor precession.

The neutrons are spin-$1/2$ particles, and have an intrinsic magnetic moment $\mu = \gamma_n \vec{S} = \mu_0 \vec{\sigma}$ where $\vec{S}$ is the neutron spin operator, and the $\vec{\sigma}_i$ $(i = x, y, z)$ are the usual $2 \times 2$ Pauli matrices. The axes are represented in Fig. 12.5: the beam is along the $y$ axis, the $z$ axis is in the $ABCD$ plane, and the $x$ axis is perpendicular to this plane.

We assume that the spin variables and the space variables are uncorrelated, i.e. at any point in space the wave function factorizes as

$$
\begin{pmatrix}
\psi_+(r,t) \\
\psi_-(r,t)
\end{pmatrix} = e^{i(p \cdot r - Et) / \hbar} \begin{pmatrix}
a_+(t) \\
 a_-(t)
\end{pmatrix}.
$$
We neglect any transient effect due to the entrance and the exit of the field zone.

The incident neutrons are prepared in the spin state

\[ | + x \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \]

which is the eigenstate of \( \hat{\mu}_x \) with eigenvalue \( +\mu_0 \). The spin state is not modified when the neutrons cross the crystal strips.

12.3.1.
(a) Write the magnetic interaction Hamiltonian of the spin with the magnetic field.
(b) What is the time evolution of the spin state of a neutron in the magnet?
(c) Setting \( \omega = -2\mu_0 B_0/\hbar \), calculate the three components of the expectation value \( \langle \hat{\mu} \rangle \) in this state, and describe the time evolution of \( \langle \hat{\mu} \rangle \) in the magnet.

12.3.2. When the neutron leaves the magnet, what is the probability \( P_x(\mu_0) \) of finding \( \mu_x = +\mu_0 \) when measuring the \( x \) component of the neutron magnetic moment? For simplicity, one can set \( T = Ml\lambda/(2\pi\hbar) \) and express the result in terms of the angle \( \delta = \omega T/2 \).

12.3.3. For which values \( b_n = nb_1 \) (\( n \) integer) of the field \( B_0 \) is this probability equal to 1? To what motion of the average magnetic moment do these values \( b_n \) correspond?

Calculate \( b_1 \) with \( \mu_0 = -9.65 \times 10^{-27} \) J T\(^{-1} \), \( l = 2.8 \) cm, \( \lambda = 1.445 \) Å.

12.3.4. Write the state of the neutrons when they arrive on \( C_2 \) and \( C_3 \) (note \( p_2 \) and \( p_3 \) the respective momenta).

12.3.5. The counters \( C_2 \) and \( C_3 \) measure the neutron fluxes \( I_2 \) and \( I_3 \). They are not sensitive to spin variables. Express the difference of intensities \( I_2 - I_3 \) in terms of \( \delta \) and of the coefficients \( T \) and \( R \).

12.3.6. The experimental measurement of \( I_2 - I_3 \) as a function of the applied field \( B_0 \) is given in Fig. 12.6. A numerical fit of the curve shows that the distance between two maxima is \( \Delta B = (64 \pm 2) \times 10^{-4} \) T.

![Fig. 12.6. Difference of counting rates \((I_2 - I_3)\) as a function of the applied field.](image)
Comparing the values \( b_n \) of question 12.3.3 with this experimental result, and recalling the result of a measurement of \( \mu_x \) for these values, explain why this proves that the state vector of a spin-1/2 particle changes sign under a rotation by an odd multiple of \( 2\pi \).

### 12.4 Solutions

#### Section 12.1

**12.1.1.** The beams \( ABDC_2 \) and \( ACDC_2 \) interfere. Omitting the propagation factors, one has, at \( C_2 \) an amplitude

\[
A_2 = \alpha^2 \beta + \beta^3 = \beta(\alpha^2 + \beta^2) .
\]

Similarly, for \( ABDC_3 \) and \( ACDC_3 \),

\[
A_3 = 2\alpha \beta^2 .
\]

The intensities at the two counters are

\[
I_2 = R - 4R^2T \quad I_3 = 4R^2T .
\]

**12.1.2.** When there is a phase shift \( \delta \) in \( C \), the above expressions get modified as follows:

\[
A_2 = \alpha^2 \beta e^{i\delta} + \beta^3 = \beta(\alpha^2 e^{i\delta} + \beta^2) , \quad A_3 = \alpha \beta^2 (1 + e^{i\delta}) .
\]

The intensities become

\[
I_2 = R - 2R^2T (1 + \cos \delta) \quad I_3 = 2R^2T (1 + \cos \delta) .
\]

The fact that \( I_2 + I_3 \) does not depend on the phase shift \( \delta \) is a consequence of the conservation of the total number of particles arriving at \( D \).

#### Section 12.2

**12.2.1.** This results from elementary trigonometry.

**12.2.2.**

- Since there is no recoil energy of the silicon atoms to be taken care of, the neutron total energy (kinetic+potential) is a constant of the motion in all the process. This energy is given by \( E_{AC} = p^2 / 2M \) and \( E_{BD} = (p - \Delta p)^2 / 2M + MgH \sin \phi \), hence
  \( \Delta p \sim M^2 gH \sin \phi / p \).
- The velocity \( \sqrt{2gH} \) is of the order of 0.5 m/s, and the neutron velocity is \( v = h/M \lambda \simeq 2700 \) m/s. The change in velocity \( \Delta v \) is therefore very small: \( \Delta v = gH/v \simeq 2 \times 10^{-4} \) m/s for \( \phi = \pi / 2 \).
12.2.3.
- The gravitational potential varies in exactly the same way along $AB$ and $CD$. The neutron state in both cases is a plane wave with momentum $p = h/\lambda$ just before $A$ or $C$. The same Schrödinger equation is used to determine the wave function at the end of the segments. This implies that the phases accumulated along the two segments $AB$ and $CD$ are equal.
- When comparing the segments $AC$ and $BD$, the previous reasoning does not apply, since the initial state of the neutron is not the same for the two segments. The initial state is $\exp(ipz/\hbar)$ for $AC$, and $\exp[i(p-\Delta p)z/\hbar]$ for $BD$. After travelling over a distance $L = AC = BD$, the phase difference between the two paths is

$$\delta = \frac{\Delta p L}{\hbar} = \frac{M^2 g \lambda d^2}{\pi \hbar^2} \tan \theta \sin \phi.$$

12.2.4. From the previous result, one has $\delta_2 - \delta_1 = A g (\sin \phi_2 - \sin \phi_1)$, where $A = M^2 \lambda d^2 \tan \theta / (\pi \hbar^2)$. Therefore,

$$g = \frac{\delta_2 - \delta_1}{A (\sin \phi_2 - \sin \phi_1)}.$$

There are 9 oscillations, i.e. $(\delta_2 - \delta_1) = 18\pi$, between $\phi_1 = -32^\circ$ and $\phi_2 = +24^\circ$, which gives $g \approx 9.8 \text{ ms}^{-2}$. The relative precision of the experiment was actually of the order of $10^{-3}$.

Section 12.3

12.3.1. Since $B$ is along the $z$ axis, the magnetic Hamiltonian is:

$$\hat{H}_M = -\mu \cdot B_0 = \frac{\hbar \omega}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$

At time $t$, the spin state is

$$|\Sigma(t)\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{-i\omega t/2} \\ e^{+i\omega t/2} \end{pmatrix}.$$

By a direct calculation of $\langle \mu \rangle$ or by using Ehrenfest theorem ($\frac{d}{dt} \langle \mu \rangle = \frac{1}{i\hbar} \langle [\hat{\mu}, \hat{H}] \rangle$), we obtain:

$$\frac{d\langle \mu_x \rangle}{dt} = \omega \langle \mu_y \rangle, \quad \frac{d\langle \mu_y \rangle}{dt} = -\omega \langle \mu_x \rangle, \quad \frac{d\langle \mu_z \rangle}{dt} = 0.$$

Initially $\langle \mu_x \rangle = \mu_0$ and $\langle \mu_y \rangle = \langle \mu_z \rangle = 0$; therefore,

$$\langle \mu \rangle = \mu_0 \left( \cos \omega t \, u_x + \sin \omega t \, u_y \right).$$
12.3.2. When the neutrons leave the field zone, the probability of finding $\mu_z = +\mu_0$ is

$$P_x(+\mu_0) = |\langle +x|\Sigma(T)\rangle|^2 = \cos^2\frac{\omega T}{2} = \cos^2\delta$$

with $T = l/v = lM\lambda/h$.

12.3.3. The above probability is equal to 1 if $\delta = n\pi$ ($\omega T = 2n\pi$), or $B_0 = nb_1$ with

$$b_1 = \frac{2\pi^2\hbar^2}{\mu_0 M l \lambda} = 34.5 \times 10^{-4} \text{ T}.$$ 

For $\delta = n\pi$ the magnetic moment has rotated by $2n\pi$ around the $z$ axis by Larmor precession.

12.3.4. The formulas are similar to those found in question 12.1.2. The phase of the upper component of the spinor written in the $\{|+\rangle_z, |-\rangle_z\}$ basis, is shifted by $+\delta$, that of the lower component by $-\delta$:

Amplitude at the counter $C_2$ : $\frac{e^{i(p_2 \cdot \tau - Et)/\hbar}}{\sqrt{2}} \left( \frac{\beta^2 + \alpha^2 e^{i\delta}}{\beta^2 + \alpha^2 e^{-i\delta}} \right)$

Amplitude at the counter $C_3$ : $\frac{e^{i(p_3 \cdot \tau - Et)/\hbar}}{\sqrt{2}} \left( \frac{1 + e^{i\delta}}{1 + e^{-i\delta}} \right)$

12.3.5. Since the measuring apparatus is insensitive to spin variables, we must add the probabilities corresponding to $S_z = \pm 1$, each of which is the modulus squared of a sum of amplitudes. Altogether, we obtain the following intensities of the total neutron flux in the two counters:

$$I_2 = R - 2R^2T (1 + \cos \delta), \quad I_3 = 2R^2T(1 + \cos \delta)$$

and

$$I_2 - I_3 = R - 4R^2T(1 + \cos \delta).$$

12.3.6. There will be a minimum of $I_2 - I_3$ each time $\cos \delta = +1$, i.e. $\delta = 2n\pi$. This corresponds to a constructive interference in channel 3. On the other hand, there appears a maximum if $\cos \delta = -1$, i.e. $\delta = (2n + 1)\pi$, and this corresponds to a destructive interference in channel 3 ($I_3 = 0$).

If $\delta = n\pi$, whatever the integer $n$, one is sure to find the neutrons in the same spin state as in the initial beam. However, the interference pattern depends on the parity of $n$.

The experimental result $\Delta B = (64 \pm 2) \times 10^{-4}$ T confirms that if the spin has rotated by $4n\pi$, one recovers a constructive interference in channel 3 as in the absence of rotation, while if it has rotated by $(4n + 2)\pi$, the interference in $C_3$ is destructive. The probability amplitude for the path $ACD$ has changed sign in this latter case, although a spin measurement in this path after the magnet will give exactly the same result as on the incoming beam.
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13. The Penning Trap

One can make artificial atoms by trapping elementary particles such as electrons, positrons, protons, or antiprotons, in electric and magnetic fields produced in laboratories. We study here such a device using static electric and magnetic fields. We then investigate how this trap can provide a very precise method of measuring masses and magnetic moments of particles.

A Penning trap consists in the superposition of a uniform magnetic field $B$ directed along the $z$ axis and a quadrupole electric field which derives from an electrostatic potential of the form $\Phi = A(2z^2 - x^2 - y^2)$, where $A$ is a positive constant.

An electron of charge $-q$ ($q > 0$) and mass $m$ is placed in such a device. We denote its spin operator by $\hat{S}$ and its momentum by $\hat{p}$. The Hamiltonian of the electron in the above superposition of fields is

$$\hat{H} = \frac{1}{2m} (\hat{p} + qA(\hat{r}))^2 + V(\hat{r}) + (1 + a) \frac{q}{m} \hat{S} \cdot B,$$

where $V(\hat{r}) = m\omega_0^2(2z^2 - \hat{x}^2 - \hat{y}^2)/4$ is the electrostatic potential energy, and $A(\hat{r}) = B \times \hat{r}/2$ is the vector potential. The constant $a \sim 1.16 \times 10^{-3}$ is the gyromagnetic anomaly of the electron's magnetic moment.

13.1 Motion of an Electron in a Penning Trap

We set $\omega_c = qB/m$, where $B$ is the modulus of the magnetic field, and we assume that the cyclotron frequency $\omega_c$ is much larger than $\omega_0$.

13.1.1. Show that the Hamiltonian can be split into three terms:

$$\hat{H} = \hat{H}_z + \hat{H}_t + \hat{H}_s$$

with

$$\hat{H}_z = \frac{\hat{p}_z^2}{2m} + \frac{1}{2} m\omega_0^2 z^2 \quad (13.1)$$

$$\hat{H}_t = \frac{\hat{p}_x^2 + \hat{p}_y^2}{2m} + \frac{1}{2} m\Omega^2(\hat{x}^2 + \hat{y}^2) + \frac{1}{2} \omega_c \hat{L}_z \quad (13.2)$$

$$\hat{H}_s = (1 + a) \omega_c \hat{S}_z, \quad (13.3)$$
where $\mathbf{L}$ is the orbital angular momentum of the electron. Express $\Omega$ in terms of $\omega_c$ and $\omega_0$.

**13.1.2.** What are the eigenvalues and eigenstates of $\hat{H}_s$? We set $\omega_s = (1 + a) \omega_c / 2$ and note $|\sigma\rangle$, $\sigma = \pm 1$, the eigenvectors of $\hat{S}_z$.

**13.1.3.** Explain why $\hat{H}_z$, $\hat{H}_t$, and $\hat{H}_s$ commute. Give the structure of their common eigenfunctions and give the eigenvalues of $\hat{H}$ in terms of the eigenvalues of $\hat{H}_z$, $\hat{H}_t$ and $\hat{H}_s$.

**13.1.4.** In order to calculate the motion along the $z$ axis, we introduce the creation and annihilation operators $\hat{a}_z^\dagger$ and $\hat{a}_z$:

$$
\hat{a}_z^\dagger = \frac{1}{\sqrt{2}} \left( \alpha \hat{z} - \frac{i}{\alpha \hbar} \hat{p}_z \right), \quad \hat{a}_z = \frac{1}{\sqrt{2}} \left( \alpha \hat{z} + \frac{i}{\alpha \hbar} \hat{p}_z \right),
$$

where $\alpha = \sqrt{m \omega_0 / \hbar}$.

(a) Show that the commutation relation $[\hat{a}_z, \hat{a}_z^\dagger] = 1$ holds for all $\alpha$.

(b) Show that $\hat{H}_z = \hbar \omega_0 (\hat{N}_z + \frac{1}{2})$ where $\hat{N}_z = \hat{a}_z^\dagger \hat{a}_z$.

(c) Give the eigenvalues of $\hat{N}_z$ and those of $\hat{H}_z$.

---

**13.2 The Transverse Motion**

We are now interested in the transverse motion, i.e. the motion in the $(x, y)$ plane.

**13.2.1.** We define the right and left circular creation and annihilation operators by

$$
\hat{a}_r = \frac{1}{2} \left( \beta (\hat{x} - i \hat{y}) + \frac{i}{\beta \hbar} (\hat{p}_x - i \hat{p}_y) \right),
$$

$$
\hat{a}_l = \frac{1}{2} \left( \beta (\hat{x} + i \hat{y}) + \frac{i}{\beta \hbar} (\hat{p}_x + i \hat{p}_y) \right),
$$

where $\beta$ is a real constant. Show that for all $\beta$

$$
[\hat{a}_r, \hat{a}_r^\dagger] = 1, \quad [\hat{a}_l, \hat{a}_l^\dagger] = 1, \quad [\hat{a}_r, \hat{a}_l] = 0, \quad [\hat{a}_r, \hat{a}_l^\dagger] = 0.
$$

**13.2.2.** We put $\hat{N}_r = \hat{a}_r^\dagger \hat{a}_r$ and $\hat{N}_l = \hat{a}_l^\dagger \hat{a}_l$. Show that $\hat{L}_z = \hbar (\hat{N}_r - \hat{N}_l)$ for all $\beta$.

**13.2.3.** By choosing $\beta$ in an appropriate way, show that $\hat{H}_t$ takes the form

$$
\hat{H}_t = \hbar \omega'_c \left( \hat{N}_r + \frac{1}{2} \right) - \hbar \omega_m \left( \hat{N}_l + \frac{1}{2} \right).
$$

Express $\omega'_c$ and $\omega_m$ in terms of $\omega_c$ and $\omega_0$. 

---
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13.2.4. From the previous considerations, show that the eigenvalues of $\hat{H}$ are of the form:

$$E = \hbar \omega_0 \left( N_z + \frac{1}{2} \right) + \hbar \omega'_c \left( N_c + \frac{1}{2} \right) - \hbar \omega_m \left( N_m + \frac{1}{2} \right) + \sigma \hbar \omega_s,$$

with $\sigma = \pm 1$, and $N_z$, $N_c$, $N_m$ integers.

13.3 Measurement of the Electron Anomalous Magnetic Moment

The electric quadrupole field is such that $\hbar \omega_0 = 2.58 \times 10^{-7}$ eV. The magnetic field is $B = 5.87$ T. The system is placed in liquid helium at a temperature of 4.2 K.

13.3.1. Calculate $\hbar \omega_c$, $\hbar \omega'_c$, and $\hbar \omega_m$. We recall that $q\hbar/2m = 5.79 \times 10^{-5}$ eV T$^{-1}$.

13.3.2. Is a quantum description necessary for the longitudinal ($N_z$) and magnetron ($N_m$) degrees of freedom?

13.3.3. Knowing that the electron anomaly is $a \sim 0.00116$, draw schematically the relative positions of the four levels

$$N_z = 0 \ ; \ N_m = 0 \ ; \ N_c = 0 \text{ and } 1 \ ; \ \sigma = \pm 1.$$ 

How does the splitting of the states $N_c = 0$, $\sigma = +1$ and $N_c = 1$, $\sigma = -1$, vary with the anomaly $a$?

13.3.4. The measurement of the anomaly $a$ is performed by a magnetic resonance experiment involving the transition between the two levels $N_c = 0$, $\sigma = +1$, and $N_c = 1$, $\sigma = -1$. What is the corresponding value of the radiofrequency?

13.4 Solutions

Section 13.1

13.1.1. We note that $\hat{p} \cdot \hat{A} = \hat{A} \cdot \hat{p} = \hat{L} \cdot \hat{B}/2 = \hat{L}_z B/2$, and that $\hat{A}^2 = B^2(\hat{x}^2 + \hat{y}^2)/4$. We then obtain immediately (13.1)–(13.3) with

$$\Omega^2 = \frac{1}{4}(\omega_c^2 - 2\omega_0^2) \quad \Rightarrow \quad \Omega \simeq \frac{\omega_c}{2} - \frac{\omega_0^2}{2\omega_c}.$$ 

13.1.2. The eigenstates of $\hat{H}_s$ are $|\pm\rangle$, with the energy $\pm(1 + a) \hbar \omega_c/2 = \pm \hbar \omega_s$. 

13.1.3. $\hat{H}_z$, $\hat{H}_t$ and $\hat{H}_s$ act on different variables and therefore commute. An eigenbasis of $\hat{H}$ can be obtained using the eigenstates $\phi(z)$, $\psi(x, y)$, and $|\sigma\rangle$ of $\hat{H}_z$, $\hat{H}_t$, and $\hat{H}_s$, respectively. The corresponding eigenvalues are the sum of the individual eigenvalues.

13.1.4. The equality $[\hat{a}_x, \hat{a}_x^\dagger] = 1$ for all $\alpha$ is straightforward. We recover the quantization of the harmonic oscillator by Dirac’s method. Therefore $\hat{H}_z = \hbar \omega_0 (\hat{N}_z + \frac{1}{2})$, the eigenvalues of $\hat{N}_z$ are the non-negative integers, those of $\hat{H}_z$ are $\hbar \omega_0 (N_z + \frac{1}{2})$, $N_z = 0, 1, \ldots$.

Section 13.2

13.2.1. The algebra leading to the four commutation relations is straightforward. For example we obtain

$$[\hat{a}_r, \hat{a}_r^\dagger] = \frac{i}{4\hbar} (\{\hat{x} - i\hat{y}, -i\hat{p}_x + i\hat{p}_y\} + [\hat{p}_x - i\hat{p}_y, \hat{x} + i\hat{y}]) = \frac{i}{4\hbar} (-4i\hbar) = 1.$$ 

13.2.2. From the relations

$$\hat{N}_r = \hat{a}_r^\dagger \hat{a}_r = \frac{1}{4} \left( \beta^2 (x^2 + y^2) + \frac{1}{\beta^2 \hbar^2} (p_x^2 + p_y^2) - 2 + \frac{2L_z}{\hbar} \right)$$

$$\hat{N}_i = \hat{a}_1^\dagger \hat{a}_1 = \frac{1}{4} \left( \beta^2 (x^2 + y^2) + \frac{1}{\beta^2 \hbar^2} (p_x^2 + p_y^2) - 2 - \frac{2L_z}{\hbar} \right)$$

we obtain

$$\hat{L}_z = \hbar (\hat{N}_r - \hat{N}_i), \quad \hat{N}_r + \hat{N}_i = \frac{1}{2} \left( \beta^2 (x^2 + y^2) + \frac{1}{\beta^2 \hbar^2} (p_x^2 + p_y^2) \right) - 1.$$ 

13.2.3. We set $\beta^2 = m\Omega/\hbar$. From the two relations found above, we now find

$$\hat{H}_t = \hbar \Omega (\hat{N}_r + \hat{N}_i + 1) + \frac{\hbar \omega_c}{2} (\hat{N}_r - \hat{N}_i),$$

or in other words:

$$\hat{H}_t = \hbar \omega'_c \left( \hat{N}_r + \frac{1}{2} \right) - \hbar \omega_m \left( \hat{N}_i + \frac{1}{2} \right),$$

with

$$\omega'_c = \frac{\omega_c}{2} + \Omega = \frac{1}{2} \left( \omega_c + \sqrt{\omega_c^2 - 2\omega_0^2} \right) \approx \omega_c$$

$$\omega_m = \frac{\omega_c}{2} - \Omega = \frac{1}{2} \left( \omega_c - \sqrt{\omega_c^2 - 2\omega_0^2} \right) \approx \frac{\omega_0^2}{2\omega_c} \ll \omega_c.$$
13.2.4. The eigenvalues of $\hat{H}$ follow immediately:

$$E = \hbar \omega_0 \left( N_z + \frac{1}{2} \right) + \hbar \omega'_c \left( N_c + \frac{1}{2} \right) - \hbar \omega_m \left( N_m + \frac{1}{2} \right) + \sigma \hbar \omega_s,$$

with $\sigma = \pm 1$, and $N_z$, $N_c$, $N_m$ integers $\geq 0$.

Note that the magnetron motion ($\hbar \omega_m \hat{N}_l$) corresponds to an inverted harmonic oscillator, so that the spectrum of $\hat{H}$ has no lower bound in the harmonic approximation used here. Consequently, when the geonium is coupled to a heat bath and relaxes towards thermal equilibrium, it should cascade down the ladder of levels of the magnetron motion, thus increasing the size of the orbit of the trapped particle in the $xy$ plane. Fortunately the characteristic time corresponding to the decay of the system in this way is very long, and the electron can be confined around the center of the trap for a long time.

Section 13.3

13.3.1. The numerical values are $\hbar \omega_c = 6.8 \times 10^{-4}$ eV $\sim \hbar \omega'_c$ and $\hbar \omega_m \sim 4.9 \times 10^{-11}$ eV.

13.3.2. In liquid helium, $kT \sim 3.5 \times 10^{-4}$ eV and the longitudinal and magnetron level spacings are much smaller than the thermal fluctuations. A classical description of these two motions is quite appropriate. In contrast, only a few quanta of oscillation are thermally excited for the cyclotron motion since $kT \leq \hbar \omega_c$.

13.3.3. The level configuration is given in Fig. 13.1. The splitting $\Delta E$ between the level $N_c = 0$, $\sigma = +1$ and the level $N_c = 1$, $\sigma = -1$ is proportional to the anomaly $a$: $\Delta E = a \hbar \omega_c = 7.9 \times 10^{-7}$ eV (we have neglected the difference between $\omega_c$ and $\omega'_c$, which is $\sim 5 \times 10^{-11}$ eV).

$$2 \hbar \omega_c + a \hbar \omega_c / 2 \quad N_c = 1, \sigma = 1$$

$$\hbar \omega_c \pm a \hbar \omega_c / 2 \quad \Delta E \quad \begin{aligned} N_c &= 0, \sigma = 1 \\ N_c &= 1, \sigma = -1 \end{aligned}$$

$$-a \hbar \omega_c / 2 \quad N_c = 0, \sigma = -1$$

Fig. 13.1. Energy levels of the geonium for $N_c = 0,1$ and $\sigma = \pm 1$.

13.3.4. This splitting corresponds to a frequency $\nu = \Delta E/\hbar = 191$ MHz.
Reference

14. Quantum Cryptography

Cryptography consists in sending a message to a correspondent and in minimizing the risk of this message being intercepted by an unwanted outsider. The present problem shows how quantum mechanics can provide a procedure to achieve this goal. We assume here that Alice (A) wants to send Bob (B) some information which may be coded in the binary system, for instance

\[ ++--++-- \cdots \] \hspace{1cm} (14.1)

We denote the number of bits of this message by \( n \). Alice wants to send this message to Bob only if she has made sure that no “spy” is listening to the communication.

14.1 Preliminaries

Consider a spin 1/2 particle. The spin operator is \( \hat{S} = (\hbar/2)\hat{\sigma} \) where the set \( \hat{\sigma}_i, i = x, y, z \) are the Pauli matrices. We write \( |\sigma_z = +1\rangle \) and \( |\sigma_z = -1\rangle \) for the eigenstates of \( \hat{S}_z \) with respective eigenvalues \( +\hbar/2 \) and \( -\hbar/2 \).

Consider a particle in the state \( |\sigma_z = +1\rangle \). One measures the component of the spin along an axis \( u \) in the \( (x, z) \) plane, defined by the unit vector

\[ e_u = \cos \theta \ e_z + \sin \theta \ e_x, \] \hspace{1cm} (14.2)

where \( e_z \) and \( e_x \) are the unit vectors along the \( z \) and \( x \) axes respectively. We recall that the corresponding operator is

\[ \hat{S} \cdot e_u = \frac{\hbar}{2} (\cos \theta \ \hat{\sigma}_z + \sin \theta \ \hat{\sigma}_x). \] \hspace{1cm} (14.3)

14.1.1. Show that the possible results of the measurement are \( +\hbar/2 \) and \( -\hbar/2 \).

14.1.2. Show that the eigenstates of the observable (14.3) are (to within a multiplicative constant):

\[
|\sigma_u = +1\rangle = \cos \phi \ |\sigma_z = +1\rangle + \sin \phi \ |\sigma_z = -1\rangle \\
|\sigma_u = -1\rangle = -\sin \phi \ |\sigma_z = +1\rangle + \cos \phi \ |\sigma_z = -1\rangle
\]

and express \( \phi \) in terms of \( \theta \). Write the probabilities \( p_u^\pm \) of finding \( +\hbar/2 \) and \( -\hbar/2 \) when measuring the projection of the spin along the \( u \) axis.
14.1.3. What are the spin states after measurements that give the results $+\hbar/2$ and $-\hbar/2$ along $u$?

14.1.4. Immediately after such a measurement, one measures the $z$ component of the spin.

(a) What are the possible results and what are the probabilities of finding these results in terms of the results found previously along the $u$ axis (observable (14.3)).

(b) Show that the probability of recovering the same value $S_z = +\hbar/2$ as in the initial state $|\sigma_z = +1\rangle$ is

$$P_{++}(\theta) = (1 + \cos^2 \theta)/2.$$ (14.3)

(c) Assuming now that the initial state is $|\sigma_z = -1\rangle$, what is, for the same sequence of measurements, the probability $P_{--}(\theta)$ of recovering $S_z = -\hbar/2$ in the last measurement?

14.2 Correlated Pairs of Spins

A source produces a pair $(a, b)$ of spin-1/2 particles (Fig. 14.1), prepared in the state $|\psi\rangle = \phi(r_a, r_b)|\Sigma\rangle$ where the spin state of the two particles is

$$|\Sigma\rangle = \frac{1}{\sqrt{2}}(|\sigma_z^a = +1\rangle \otimes |\sigma_z^b = +1\rangle + |\sigma_z^a = -1\rangle \otimes |\sigma_z^b = -1\rangle). \quad (14.4)$$

In other words, the spin variables are decoupled from the space variables $(r_a, r_b)$. In (14.4), $|\sigma_u^a = \pm\rangle$ (specifically $u = z$) are the eigenstates of the $u$ component of the spin of particle $a$, and similarly for $b$.

![Fig. 14.1. A source emits a pair $(a, b)$ of spin-1/2 particles. Alice measures the component of the spin of $a$ along a direction $\theta_a$ and Bob measures the component of the spin of $b$ along a direction $\theta_b.$](image)

14.2.1. Show that this state can also be written as:

$$|\Sigma\rangle = \frac{1}{\sqrt{2}}(|\sigma_x^a = +1\rangle \otimes |\sigma_x^b = +1\rangle + |\sigma_x^a = -1\rangle \otimes |\sigma_x^b = -1\rangle). \quad (14.5)$$
14.2.2. The pair of particles \((a, b)\) is prepared in the spin state (14.4), (14.5). As the two particles move away from each other, this spin state remains unchanged (unless a measurement is made).

(a) Alice first measures the spin component of \(a\) along an axis \(u_a\) of angle \(\theta_a\). What are the possible results and the corresponding probabilities in the two cases \(\theta_a = 0\), i.e. the \(z\) axis, and \(\theta_a = \pi/2\), i.e. the \(x\) axis?

(b) Show that, after Alice’s measurement, the spin state of the two particles depends as follows on the measurement and its result:

<table>
<thead>
<tr>
<th>Axis</th>
<th>Result</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>(z)</td>
<td>(+\hbar/2)</td>
<td>(</td>
</tr>
<tr>
<td>(z)</td>
<td>(-\hbar/2)</td>
<td>(</td>
</tr>
<tr>
<td>(x)</td>
<td>(+\hbar/2)</td>
<td>(</td>
</tr>
<tr>
<td>(x)</td>
<td>(-\hbar/2)</td>
<td>(</td>
</tr>
</tbody>
</table>

From then on, why can one ignore particle \(a\) as far as spin measurements on \(b\) are concerned?

(We recall that if \(|\psi\rangle = |u\rangle \otimes |v\rangle\) is a factorized state and \(\hat{C} = \hat{A} \otimes \hat{B}\), where \(\hat{A}\) and \(\hat{B}\) act respectively on the spaces of \(|u\rangle\) and \(|v\rangle\), then \langle\psi|\hat{C}|\psi\rangle = \langle u|\hat{A}|u\rangle \langle v|\hat{B}|v\rangle\).

14.2.3. After Alice’s measurement, Bob measures the spin of particle \(b\) along an axis \(u_b\) of angle \(\theta_b\).

Give the possible results of Bob’s measurement and their probabilities in terms of Alice’s results in the four following configurations:

(a) \(\theta_a = 0, \theta_b = 0\);
(b) \(\theta_a = 0, \theta_b = \pi/2\);
(c) \(\theta_a = \pi/2, \theta_b = 0\);
(d) \(\theta_a = \pi/2, \theta_b = \pi/2\).

In which cases do the measurements on \(a\) and \(b\) give with certainty the same result?

14.2.4. Consider the situation \(\theta_a = 0\). Suppose that a “spy” sitting between the source and Bob measures the spin of particle \(b\) along an axis \(u_s\) of angle \(\theta_s\) as sketched in Fig. 14.2.

(a) What, in terms of \(\theta_s\) and of Alice’s findings, are the results of the spy’s measurements and their probabilities?
(b) After the spy’s measurement, Bob measures the spin of \(b\) along the axis defined by \(\theta_b = 0\). What does Bob find, and with what probabilities, in terms of the spy’s results?
(c) What is this \(P(\theta_s)\) that Alice and Bob find the same results after the spy’s measurement?
(d) What is the expectation value of \(P(\theta_s)\) if the spy chooses \(\theta_s\) at random in the interval \([0, 2\pi]\) with uniform probability?
Fig. 14.2. A spy, sitting between the source and Bob, measures the component of the $b$ spin along an axis $\theta_s$.

What is this expectation value if the spy chooses only the two values $\theta_s = 0$ and $\theta_s = \pi/2$ each with the same probability $p = 1/2$?

### 14.3 The Quantum Cryptography Procedure

In order to transmit confidential information, Alice and Bob use the procedure outlined in Fig. 14.3. Comment on this procedure, and answer the following questions.

1. Alice and Bob decide along which axes $x$ and $z$ they will make their measurements.

2. Alice, who controls the source $S$, prepares an ordered sequence of $N \gg n$ pairs of spins in the state (14.4) ($n$ is the number of bits of the message). She sends the $b$ spins to Bob and keeps the $a$ spins.

3. For each spin that they collect, Alice and Bob measure either the $x$ or the $z$ component. Each of them chooses the $x$ or $z$ direction at random with probability $p = 1/2$. There is no correlation, for a given pair of spins $(a, b)$, between the axis chosen by Alice and the one chosen by Bob. They both register all their results.

4. Bob selects a subset $FN$ of his measurements. He communicates openly to Alice (by radio, www, etc.) the axis and the result of the measurement for each event of this subset. In practice $F \sim 0.5$.

5. Alice compares, for this subset $FN$, her axes and her results with those just communicated by Bob. By doing so, she can tell whether or not a spy is present. If a spy is spotted, the procedure stops and a “physical” search for the spy must be undertaken. Otherwise:

6. Alice makes a public announcement that she is convinced not to have been spied upon, and Bob, still openly, communicates his axes of measurements for the remaining spins. However, he does not communicate the corresponding results.

7. . . .

Fig. 14.3. The procedure for quantum cryptography.
14.3.1. How can Alice be sure that a spy is present?

14.3.2. What is the probability that an operating spy will escape being detected? Calculate this probability for $FN = 200$.

14.3.3. Does the spy become more “invisible” if he/she knows the system of axes $(x, z)$ chosen by Alice and Bob to perform their measurements?

14.3.4. Comment on the two “experiments” whose results are given in Tables 14.1 and 14.2. Show that a spy has certainly listened to communication 2. What is the probability that a spy listened to communication 1, but remained undetected?

14.3.5. Complete the missing item (number 7 in the above procedure), and indicate how Alice can send her message (14.1) to Bob without using any other spin pairs than the $N$ pairs which Bob and she have already analyzed. Using Table 14.3, tell how, in experiment 1, Alice can send to Bob the message $(+, -)$.

Table 14.1. Experiment 1, realized with 12 pairs of spins. Top: set of axes and results obtained by Alice. Bottom: choices of axes and results publicly communicated by Bob.

<table>
<thead>
<tr>
<th>A Spin #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Axis</td>
<td>x</td>
<td>x</td>
<td>z</td>
<td>x</td>
<td>z</td>
<td>z</td>
<td>x</td>
<td>z</td>
<td>z</td>
<td>z</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>A Result</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B Spin #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>B Axis</td>
<td>x</td>
<td>x</td>
<td>z</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>B Result</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 14.2. Experiment 2, realized with 12 pairs of spins. Top: set of axes and results obtained by Alice. Bottom: choices of axes and results publicly communicated by Bob.

<table>
<thead>
<tr>
<th>A Spin #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Axis</td>
<td>x</td>
<td>z</td>
<td>z</td>
<td>z</td>
<td>x</td>
<td>x</td>
<td>z</td>
<td>x</td>
<td>x</td>
<td>z</td>
<td>x</td>
<td>z</td>
</tr>
<tr>
<td>A Result</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B Spin #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>B Axis</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>z</td>
<td>z</td>
<td>z</td>
<td>z</td>
<td>z</td>
<td>z</td>
<td>z</td>
<td>z</td>
<td>z</td>
</tr>
<tr>
<td>B Result</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 14.3. Choice of axes publicly communicated by Bob in the framework of experiment 1, after Alice has said she is convinced that she is not being spied upon.

<table>
<thead>
<tr>
<th>Spin #</th>
<th>2</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>9</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axis</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>z</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>
14.4 Solutions

Section 14.1

14.1.1. The spin observable along the \( u \) axis is

\[
\hat{S} \cdot \hat{e}_u = \frac{\hbar}{2} \begin{pmatrix} \cos \theta & \sin \theta \\ \sin \theta & -\cos \theta \end{pmatrix}.
\]

The possible results of the measurement are the eigenvalues of \( \hat{S} \cdot \hat{e}_u \), i.e. \( \pm \hbar/2 \).

14.1.2. The corresponding eigenvectors are

\[
|\sigma_u = +1 \rangle = \cos(\theta/2)|\sigma_z = +1 \rangle + \sin(\theta/2)|\sigma_z = -1 \rangle
\]
\[
|\sigma_u = -1 \rangle = -\sin(\theta/2)|\sigma_z = +1 \rangle + \cos(\theta/2)|\sigma_z = -1 \rangle,
\]

therefore \( \phi = \theta/2 \). The probabilities follow directly:

\[
p_{+}^{\pm} = |\langle \sigma_u = \pm 1 | \sigma_z = +1 \rangle|^2, \quad p_{u}^{+} = \cos^2(\theta/2), \quad p_{u}^{-} = \sin^2(\theta/2).
\]

14.1.3. The state after a measurement with the result \( +\hbar/2 \) (or \( -\hbar/2 \)) is

\[
|\sigma_u = +1 \rangle \quad \text{(or} \quad |\sigma_u = -1 \rangle).\]

14.1.4.

(a) If the measurement along \( u \) has given \( +\hbar/2 \), then the probabilities for the second measurement are:

\[
p_z(\pm \hbar/2) = |\langle \sigma_z = \pm 1 | \sigma_u = +1 \rangle|^2
\]

with

\[
p_{+}^{\pm}(+\hbar/2) = \cos^2(\theta/2), \quad p_{+}^{\pm}(-\hbar/2) = \sin^2(\theta/2).
\]

If the measurement along \( u \) has given \( -\hbar/2 \), then

\[
p_{z}^{-}(-\hbar/2) = \cos^2(\theta/2), \quad p_{z}^{-}(+\hbar/2) = \sin^2(\theta/2).
\]

(b) One recovers \( S_z = +\hbar/2 \) with probabilities:

(i) \( p_{u}^{+} \cdot p_{z}^{+}(+\hbar/2) = \cos^4(\theta/2) \) if the measurement along \( u \) has given \( +\hbar/2 \),

(ii) \( p_{u}^{-} \cdot p_{z}^{-}(+\hbar/2) = \sin^4(\theta/2) \) if the measurement along \( u \) has given \( -\hbar/2 \).

Altogether, one has

\[
P_{++} = \cos^4 \frac{\theta}{2} + \sin^4 \frac{\theta}{2} = \frac{1}{2}(1 + \cos^2 \theta).
\]

(c) The intermediate results are reversed, but the final probability is the same

\[
P_{--} = \cos^4 \frac{\theta}{2} + \sin^4 \frac{\theta}{2} = \frac{1}{2}(1 + \cos^2 \theta).
\]
Section 14.2

14.2.1. The \(z\) and \(x\) eigenstates are related by \(|\sigma_z = \pm 1\rangle = (|\sigma_z = +1\rangle \pm |\sigma_z = -1\rangle)/\sqrt{2}\).

If we make the substitution in expression (14.4), we obtain

\[
\frac{1}{2\sqrt{2}} \left( (|\sigma_z^a = +1\rangle + |\sigma_z^a = -1\rangle) \otimes (|\sigma_z^b = +1\rangle + |\sigma_z^b = -1\rangle) \\
+ (|\sigma_z^a = +1\rangle - |\sigma_z^a = -1\rangle) \otimes (|\sigma_z^b = +1\rangle - |\sigma_z^b = -1\rangle) \right),
\]

where the crossed terms disappear. More generally, the state under consideration is actually invariant under rotations around the \(y\) axis. In an actual experiment, it would be simpler to work with the singlet state

\[
|0, 0\rangle = \frac{1}{\sqrt{2}}(|\sigma_z^a = +1\rangle \otimes |\sigma_z^b = -1\rangle - |\sigma_z^a = -1\rangle \otimes |\sigma_z^b = +1\rangle)/\sqrt{2},
\]

where Alice and Bob would simply find results of opposite signs by measuring along the same axis.

14.2.2.

(a) Alice finds \(\pm \hbar/2\) with \(p = 1/2\) in each case. This result is obtained by noticing that the projector on the eigenstate \(|\sigma_z^a = +1\rangle\) is \(\hat{P}_+^a = |\sigma_z^a = +1\rangle \otimes \hat{1}^b\) and that \(p(\pm \hbar/2) = \langle \Sigma |\hat{P}_+^a |\Sigma \rangle = 1/2\), (and similarly for \(p(-\hbar/2)\)).

(b) This array of results is a consequence of the reduction of the wave packet. If Alice measures along the \(z\) axis, we use (14.4); the normalized projections on the eigenstates of \(\hat{S}_z^a\) are \(|\sigma_z^a = +1\rangle \otimes |\sigma_z^b = +1\rangle\) (Alice’s result: \(+\hbar/2\)) and \(|\sigma_z^a = -1\rangle \otimes |\sigma_z^b = -1\rangle\) (Alice’s result: \(-\hbar/2\)). A similar formula holds for a measurement along the \(x\) axis, because of the invariance property, and its consequence, equation (14.5).

Any measurement on \(b\) (a probability, an expectation value) will imply expectation values of operators of the type \(\hat{P}_+^a \otimes \hat{B}_+^b\) where \(\hat{B}_+^b\) is a projector or a spin operator. Since the states under consideration are factorized, the corresponding expressions for spin measurements on \(b\) will be of the type

\[
(|\sigma_z^a = +1\rangle \otimes |\sigma_z^b = +1\rangle) \hat{P}_+^a \otimes \hat{B}_+^b (|\sigma_z^a = +1\rangle \otimes |\sigma_z^b = +1\rangle).
\]

This reduces to

\[
|\sigma_z^a = +1\rangle |\sigma_z^b = +1\rangle, (|\sigma_z^a = +1\rangle \hat{B}_+^b |\sigma_z^b = +1\rangle) = (|\sigma_z^b = +1\rangle \hat{B}_+^b |\sigma_z^b = +1\rangle)
\]

where the spin state of \(a\) is irrelevant.

14.2.3. For the first and second configurations, we can summarize the results as follows:
<table>
<thead>
<tr>
<th>$\theta_a$</th>
<th>$\theta_b$</th>
<th>Alice</th>
<th>Bob</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>$+\hbar/2$</td>
<td>$+\hbar/2$</td>
<td>$p = 1$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>$-\hbar/2$</td>
<td>$-\hbar/2$</td>
<td>$p = 1$</td>
</tr>
<tr>
<td>$\pi/2$</td>
<td>$+\hbar/2$</td>
<td>$\pm\hbar/2$</td>
<td>$p_\pm = 1/2$</td>
<td></td>
</tr>
<tr>
<td>$\pi/2$</td>
<td>$-\hbar/2$</td>
<td>$\pm\hbar/2$</td>
<td>$p_\pm = 1/2$</td>
<td></td>
</tr>
</tbody>
</table>

The results for $\theta_a = \pi/2, \theta_b = 0$ are identical to those of $\theta_a = 0, \theta_b = \pi/2$; similarly, the case $\theta_a = \pi/2, \theta_b = \pi/2$ is identical to $\theta_a = 0, \theta_b = 0$ (one actually recovers the same result for any $\theta_a = \theta_b$).

In the two cases (a) and (d), where $\theta_a = \theta_b$, i.e. when they measure along the same axis, Alice and Bob are sure to find the same result.

### 14.2.4.

(a) Concerning the findings of Alice and of the spy, we have:

<table>
<thead>
<tr>
<th>Alice</th>
<th>Spy</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$+\hbar/2$</td>
<td>$+\hbar/2$</td>
<td>$\cos^2(\theta_s/2)$</td>
</tr>
<tr>
<td>$+\hbar/2$</td>
<td>$-\hbar/2$</td>
<td>$\sin^2(\theta_s/2)$</td>
</tr>
<tr>
<td>$-\hbar/2$</td>
<td>$+\hbar/2$</td>
<td>$\sin^2(\theta_s/2)$</td>
</tr>
<tr>
<td>$-\hbar/2$</td>
<td>$-\hbar/2$</td>
<td>$\cos^2(\theta_s/2)$</td>
</tr>
</tbody>
</table>

(b) Concerning the findings of Bob and of the spy:

<table>
<thead>
<tr>
<th>Spy</th>
<th>Bob</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$+\hbar/2$</td>
<td>$+\hbar/2$</td>
<td>$\cos^2(\theta_s/2)$</td>
</tr>
<tr>
<td>$+\hbar/2$</td>
<td>$-\hbar/2$</td>
<td>$\sin^2(\theta_s/2)$</td>
</tr>
<tr>
<td>$-\hbar/2$</td>
<td>$+\hbar/2$</td>
<td>$\sin^2(\theta_s/2)$</td>
</tr>
<tr>
<td>$-\hbar/2$</td>
<td>$-\hbar/2$</td>
<td>$\cos^2(\theta_s/2)$</td>
</tr>
</tbody>
</table>

(c) The probability that Alice and Bob find the same result has actually been calculated in questions 14.1.4(b,c), we simply have

$$P(\theta_s) = \frac{1}{2}(1 + \cos^2 \theta_s).$$

(d) Amazingly enough, the two expectation values are the same. On one hand, one has $\int_0^{2\pi} P(\theta_s) d\theta_s/(2\pi) = 3/4$. On the other, since $P(0) = 1$ and $P(\pi/2) = 1/2$, on the average $\bar{p} = 3/4$ if the values $\theta_s = 0$ and $\theta_s = \pi/2$ are chosen with equal probabilities.

### Section 14.3

#### 14.3.1.

Necessarily, if $\theta_a = \theta_b$, the results of Alice and Bob must be the same. If a single measurement done along the same axis $\theta_a = \theta_b$ gives different results for Alice and Bob, a spy is certainly operating (at least in an ideal
experiment). If $\theta_a \neq \theta_b$, on the average half of the results are the same, half have opposite signs.

**14.3.2.** The only chance for the spy to remain invisible is that Alice and Bob always find the same results when they choose the same axis. For each pair of spins, there is a probability $1/2$ that they choose the same axis, and there is in this case a probability $1/4$ that they do not find the same result if a spy is operating (question 14.2.4(d)). Therefore, for each pair of spins, there is a probability $1/8$ that the spy is detected, and a probability $7/8$ that the spy remains invisible.

This may seem a quite inefficient detection method. However, for a large number of events, the probability $(7/8)^{FN}$ that the spy remains undetected is very small. For $FN = 200$ one has $(7/8)^{200} \approx 2.5 \times 10^{-12}$.

**14.3.3.** Quite surprisingly, as mentioned above, the spy does not gain anything in finding out which $x$ and $z$ axes Alice and Bob have agreed on in step 1 of the procedure.

**14.3.4.** Experiment number 2. Measurements 8 and 12, where the axes are the same, give opposite results: rush upon the spy!

In experiment number 1, however, measurements 1, 7 and 11 along the $x$ axis do give the same results and are consistent with the assumption that there is no spy around. However, the number $N = 3$ is quite small in the present case. If a spy is operating, the probability that he/she remains undetected is $\approx 40\%$.

**14.3.5.** Among the $(1 - F)N$ remaining measurements, Alice selects a sequence of events where the axes are the same and which reproduces her message. She communicates openly to Bob the labels of these events, and Bob can (at last !) read the message on his own set of data.

In the present case, Alice tells Bob to look at the results # 8 and # 12, where Bob can read (+, −).

**Comment:** This procedure is presently being developed in several industrial research laboratories. In practice, one uses photon pairs with correlated polarizations rather than spin 1/2 particles.

15. Hidden Variables and Bell’s Inequalities

When a quantum system possesses more than one degree of freedom, the associated Hilbert space is a tensor product of the spaces associated to each degree of freedom. This structure leads to specific properties of quantum mechanics, whose paradoxical character has been pointed out by Einstein, Podolsky and Rosen. Here we study an example of such a situation, by considering entangled states for the spins of two particles.

The system under consideration is a hydrogen atom which is dissociated into an electron and a proton. We consider the spin states of these two particles when they have left the dissociation region and are located in geometrically distinct regions, e.g. a few meters from one another. They are then free particles whose spin states do not evolve.

15.1 The Electron Spin

Consider a unit vector \( \mathbf{u}_\varphi \) in the \((z, x)\) plane: \( \mathbf{u}_\varphi = \cos \varphi \mathbf{u}_z + \sin \varphi \mathbf{u}_x \), where \( \mathbf{u}_z \) and \( \mathbf{u}_x \) are unit vectors along the \( z \) and \( x \) axes. We note \( \hat{S}_{e\varphi} = \hat{S}_{e} \cdot \mathbf{u}_\varphi \) the component of the electron spin along the \( \mathbf{u}_\varphi \) axis.

15.1.1. What are the eigenvalues of \( \hat{S}_{e\varphi} \)?

15.1.2. We denote the eigenvectors of \( \hat{S}_{e\varphi} \) by \( |e : + \varphi \rangle \) and \( |e : - \varphi \rangle \) which, in the limit \( \varphi = 0 \), reduce respectively to the eigenvectors \( |e : + \rangle \) and \( |e : - \rangle \) of \( \hat{S}_{e z} \). Express \( |e : + \varphi \rangle \) and \( |e : - \varphi \rangle \) in terms of \( |e : + \rangle \) and \( |e : - \rangle \).

15.1.3. Assume the electron is emitted in the state \( |e : + \varphi \rangle \). One measures the component \( \hat{S}_{e\alpha} \) of the spin along the direction \( \mathbf{u}_\alpha = \cos \alpha \mathbf{u}_z + \sin \alpha \mathbf{u}_x \). What is the probability \( P_+ (\alpha) \) of finding the electron in the state \( |e : + \alpha \rangle \)? What is the expectation value \( \langle \hat{S}_{e\alpha} \rangle \) in the spin state \( |e : + \varphi \rangle \)?

15.2 Correlations Between the Two Spins

We assume that, after the dissociation, the electron–proton system is in the factorized spin state \( |e : + \varphi \rangle \otimes |p : - \varphi \rangle \).
We recall that if $|u_1\rangle$ and $|u_2\rangle \in E$, $|v_1\rangle$ and $|v_2\rangle \in F$, $|u\rangle \otimes |v\rangle \in G = E \otimes F$, and if $\hat{A}$ and $\hat{B}$ act respectively in $E$ and $F$, $\hat{C} = \hat{A} \otimes \hat{B}$ acting in $G$, one has:

$$\langle u_2 | \otimes \langle v_2 | \hat{C} | u_1 \rangle \otimes |v_1 \rangle = \langle u_2 | \hat{A} |u_1 \rangle \langle v_2 | \hat{B} |v_1 \rangle.$$  

**15.2.1.** What is the probability $P_+(\alpha)$ of finding $+\hbar/2$ when measuring the component $\hat{S}_{e\alpha}$ of the electron spin in this state?

**15.2.2.** Calculate the expectation values $\langle \hat{S}_{e\alpha} \rangle$ and $\langle \hat{S}_{p\beta} \rangle$ of the components of the electron and the proton spins along axes defined respectively by $\mathbf{u}_\alpha$ and $\mathbf{u}_\beta = \cos \beta \mathbf{u}_z + \sin \beta \mathbf{u}_x$.

**15.2.3.** The correlation coefficient between the two spins $E(\alpha, \beta)$ is defined as

$$E(\alpha, \beta) = \frac{\langle \hat{S}_{e\alpha} \otimes \hat{S}_{p\beta} \rangle - \langle \hat{S}_{e\alpha} \rangle \langle \hat{S}_{p\beta} \rangle}{\left(\langle \hat{S}_{e\alpha}^2 \rangle \langle \hat{S}_{p\beta}^2 \rangle\right)^{1/2}}. \quad (15.1)$$

Calculate $E(\alpha, \beta)$ in the state under consideration.

### 15.3 Correlations in the Singlet State

One now assumes that, after the dissociation, the two particles are in the singlet spin state:

$$|\Psi_s\rangle = \frac{1}{\sqrt{2}} \left(|e : +\rangle \otimes |p : -\rangle - |e : -\rangle \otimes |p : +\rangle\right). \quad (15.2)$$

**15.3.1.** One measures the component $\hat{S}_{e\alpha}$ of the electron spin along the direction $\mathbf{u}_\alpha$. Give the possible results and their probabilities.

**15.3.2.** Suppose the result of this measurement is $+\hbar/2$. Later on, one measures the component $\hat{S}_{p\beta}$ of the proton spin along the direction $\mathbf{u}_\beta$. Here again give the possible results and their probabilities.

**15.3.3.** Would one have the same probabilities if the proton spin had been measured before the electron spin?

Why was this result shocking for Einstein who claimed that “the real states of two spatially separated objects must be independent of one another”?

**15.3.4.** Calculate the expectation values $\langle \hat{S}_{e\alpha} \rangle$ and $\langle \hat{S}_{p\beta} \rangle$ of the electron and the proton spin components if the system is in the singlet state (15.2).

**15.3.5.** Calculate $E(\alpha, \beta)$ in the singlet state.
15.4 A Simple Hidden Variable Model

For Einstein and several other physicists, the solution to the “paradox” uncovered in the previous section comes from the fact that the states of quantum mechanics, in particular the singlet state (15.2), provide an incomplete description of reality. A “complete” theory (for predicting spin measurements, in the present case) should incorporate additional variables or parameters, whose knowledge would render measurements independent for two spatially separated objects. However, present experiments cannot determine the values of these parameters, which are therefore called “hidden variables”. The experimental result should then consist in some averaging over these unknown parameters.

In the case of interest, a very simplified example of such a theory is the following. We assume that, after each dissociation, the system is in a factorized state \( |e : +\varphi\rangle \otimes |p : -\varphi\rangle \), but that the direction \( \varphi \) varies from one event to the other. In this case, \( \varphi \) is the hidden variable. We assume that all directions \( \varphi \) are equally probable, i.e. the probability density that the decay occurs with direction \( \varphi \) is uniform and equal to \( 1/2\pi \).

Owing to this ignorance of the value of \( \varphi \), the expectation value of an observable \( \hat{A} \) is now defined to be:

\[
\langle \hat{A} \rangle = \frac{1}{2\pi} \int_{0}^{2\pi} \langle e : +\varphi | \otimes \langle p : -\varphi | \hat{A} | e : +\varphi \rangle \otimes | p : -\varphi \rangle \, d\varphi .
\] (15.3)

15.4.1. Using the definition (15.1) for \( E(\alpha, \beta) \) and the new definition (15.3) for expectation values, calculate \( E(\alpha, \beta) \) in this new theory. Compare the result with the one found using “orthodox” quantum mechanics in Sect. 15.3.5.

![Graph](image_url)

**Fig. 15.1.** Measured variation of \( E(\alpha, \beta) \) as a function of \( \alpha - \beta \). The vertical bars represent the experimental error bars.
15.4.2. The first precise experimental tests of hidden variable descriptions vs. quantum mechanics have been performed on correlated pairs of photons emitted in an atomic cascade.\(^1\) Although one is not dealing with spin-1/2 particles in this case, the physical content is basically the same as here. As an example, Fig. 15.1 presents experimental results obtained by A. Aspect and his collaborators in 1982. It gives the variation of \(E(\alpha, \beta)\) as a function of the difference \(\alpha - \beta\), which is found to be the only experimentally relevant quantity.

Which theory, quantum mechanics or the simple hidden variable model developed above, gives a good account of the experimental data?

15.5 Bell’s Theorem and Experimental Results

As proved by Bell in 1965, the disagreement between the predictions of quantum mechanics and those of hidden variable theories is actually very general when one considers correlation measurements on entangled states. We now show that the correlation results for hidden variable theories are constrained by what is known as Bell’s inequality, which, however, may be violated by quantum mechanics.

Consider a hidden variable theory, whose result consists in two functions \(A(\lambda, u_\alpha)\) and \(B(\lambda, u_\beta)\) giving respectively the results of the electron and proton spin measurements. Each of these two functions takes only the two values \(h/2\) and \(-h/2\). It depends on the value of the hidden variable \(\lambda\) for the considered electron–proton pair. The nature of this hidden variable need not be further specified for the proof of Bell’s theorem. The result \(A\) of course depends on the axis \(u_\alpha\) chosen for the measurement of the electron spin, but it does not depend on the axis \(u_\beta\). Similarly \(B\) does not depend on \(u_\alpha\). This locality hypothesis is essential for the following discussion.

15.5.1. Give the correlation coefficient \(E(\alpha, \beta)\) for a hidden variable theory in terms of the functions \(A\) and \(B\) and the (unknown) distribution law \(P(\lambda)\) for the hidden variable \(\lambda\).

15.5.2. Show that for any set \(u_\alpha, u'_\alpha, u_\beta, u'_\beta\), one has

\[ A(\lambda, u_\alpha) B(\lambda, u_\beta) + A(\lambda, u'_\alpha) B(\lambda, u'_\beta) \]
\[ + A(\lambda, u'_\alpha) B(\lambda, u_\beta) - A(\lambda, u'_\alpha) B(\lambda, u_\beta) = \pm \frac{h^2}{2}. \]  \(15.4\)

15.5.3. We define the quantity \(S\) as

\[ S = E(\alpha, \beta) + E(\alpha, \beta') + E(\alpha', \beta') - E(\alpha', \beta). \]

\(^1\) The precision has now been greatly improved with the use of photon pairs produced by nonlinear splitting of ultraviolet photons (for a review, see e.g. A. Aspect, Nature, vol. 398, p. 189 (18 March 1999)).
Derive Bell’s inequality

\[ |S| \leq 2 . \]

15.5.4. Consider the particular case \( \alpha - \beta = \beta' - \alpha' = \alpha' - \beta' = \pi/4 \), and compare the predictions of quantum mechanics with the constraint imposed by Bell’s inequality.

15.5.5. The experimental results obtained by. Aspect et al. are \( E(\alpha, \beta) = -0.66 \pm 0.04 \) for \( \alpha - \beta = \pi/4 \) and \( E(\alpha, \beta) = +0.68 \pm 0.03 \) for \( \alpha - \beta = 3\pi/4 \). Is a description of these experimental results by a local hidden variable theory possible?

Are these results compatible with quantum mechanics?

15.6 Solutions

Section 15.1

15.1.1. In the eigenbasis \( |e : \pm\rangle \) of \( \hat{S}_{cz} \), the matrix of \( \hat{S}_{c\varphi} \) is

\[
\frac{\hbar}{2} \begin{pmatrix} \cos \varphi & \sin \varphi \\ \sin \varphi & -\cos \varphi \end{pmatrix}.
\]

The eigenvalues of this operator are \(+\hbar/2\) and \(-\hbar/2\).

15.1.2. The corresponding eigenvectors are

\[
|e : + \varphi\rangle = \cos \frac{\varphi}{2} |e : +\rangle + \sin \frac{\varphi}{2} |e : -\rangle \\
|e : - \varphi\rangle = -\sin \frac{\varphi}{2} |e : +\rangle + \cos \frac{\varphi}{2} |e : -\rangle.
\]

15.1.3. The probability amplitude is \( \langle e : + \alpha | e : + \varphi \rangle = \cos((\varphi - \alpha)/2) \) and the probability \( P_+(\alpha) = \cos^2((\varphi - \alpha)/2) \). Similarly \( P_-(\alpha) = \sin^2((\varphi - \alpha)/2) \), and the expectation value is, finally,

\[
\langle \hat{S}_{c\alpha} \rangle = \frac{\hbar}{2} \cos (\varphi - \alpha).
\]

Section 15.2

15.2.1. The projector on the eigenstate \( |e : + \alpha\rangle \), corresponding to the measured value, is \( |e : + \alpha\rangle \langle e : + \alpha| \otimes \hat{I}_p \), where \( \hat{I}_p \) is the identity operator on the proton states. Therefore

\[
P_+(\alpha) = |\langle e : + \alpha | e : + \varphi \rangle|^2 = \cos^2 \frac{\varphi - \alpha}{2},
\]

and the state after measurement is \( |e : + \alpha\rangle \otimes |p : - \varphi\rangle \). The proton spin is not affected, because the initial state is factorized (all probability laws are factorized).
15.2.2. One has \( \langle \hat{S}_{e\alpha} \rangle = \frac{\hbar}{2} \cos (\varphi - \alpha) \) and \( \langle \hat{S}_{p\beta} \rangle = -\frac{\hbar}{2} \cos (\varphi - \beta) \).

15.2.3. By definition, one has:
\[
\hat{S}_{e\alpha}^2 = \frac{\hbar^2}{4} \hat{I}_e \quad \text{and} \quad \hat{S}_{p\beta}^2 = \frac{\hbar^2}{4} \hat{I}_p
\]

and
\[
\langle \hat{S}_{e\alpha} \otimes \hat{S}_{p\beta} \rangle = \langle e : + \varphi | \hat{S}_{e\alpha} | e : + \varphi \rangle \langle p : - \varphi | \hat{S}_{p\beta} | p : - \varphi \rangle
\]
\[
= -\frac{\hbar^2}{4} \cos (\varphi - \alpha) \cos (\varphi - \beta).
\]

Therefore \( E(\alpha, \beta) = 0 \). This just reflects the fact that in a factorized state, the two spin variables are independent.

Section 15.3

15.3.1. There are two possible values:
\( \hbar/2 \), corresponding to the projector \( |e : + \alpha\rangle \langle e : + \alpha| \otimes \hat{I}_p \), and
\( -\hbar/2 \), corresponding to the projector \( |e : - \alpha\rangle \langle e : - \alpha| \otimes \hat{I}_p \).

Therefore, the probabilities are
\[
P_+(\alpha) = \frac{1}{2} \left( |\langle e : + \alpha| e : + \rangle|^2 + |\langle e : + \alpha| e : - \rangle|^2 \right) = 1/2
\]
and similarly \( P_-(\alpha) = 1/2 \). This result is a consequence of the rotational invariance of the singlet state.

15.3.2. The state after the measurement of the electron spin, yielding the result \( +\hbar/2 \), is
\[
\cos \frac{\alpha}{2} |e : + \alpha \rangle \otimes |p : - \rangle - \sin \frac{\alpha}{2} |e : + \alpha \rangle \otimes |p : + \rangle = |e : + \alpha \rangle \otimes |p : - \alpha \rangle.
\]

This simple result is also a consequence of the rotational invariance of the singlet state, which can be written as
\[
|\Psi_s\rangle = \frac{1}{\sqrt{2}} \left( |e : + \alpha \rangle \otimes |p : - \alpha \rangle - |e : - \alpha \rangle \otimes |p : + \alpha \rangle \right).
\]

Now the two possible results for the measurement of the proton spin \( \pm \hbar/2 \) have probabilities
\[
P_+(\beta) = \sin^2 \frac{\alpha - \beta}{2} \quad \text{and} \quad P_-(\beta) = \cos^2 \frac{\alpha - \beta}{2}.
\]
15.3.3. If one had measured $\hat{S}_{p\beta}$ first, one would have found $P_+(\beta) = P_-(\beta) = 1/2$.

The fact that a measurement on the electron affects the probabilities for the results of a measurement on the proton, although the two particles are spatially separated, is in contradiction with Einstein’s assertion, or belief. This is the starting point of the Einstein–Podolsky–Rosen paradox. Quantum mechanics is not a local theory as far as measurement is concerned.

Note, however, that this non-locality does not allow the instantaneous transmission of information. From a measurement of the proton spin, one can not determine whether the electron spin has been previously measured. It is only when, for a series of experiments, the results of the measurements on the electron and the proton are later compared, that one can find this non-local character of quantum mechanics.

15.3.4. Individually, the expectation values vanish, since one does not worry about the other variable:

$$\langle \hat{S}_{e\alpha} \rangle = \langle \hat{S}_{p\beta} \rangle = 0.$$  

15.3.5. However, the spins are correlated and we have

$$\langle \hat{S}_{e\alpha} \otimes \hat{S}_{p\beta} \rangle = \frac{\hbar^2}{4} \left( \sin^2 \frac{\alpha - \beta}{2} - \cos^2 \frac{\alpha - \beta}{2} \right)$$

and therefore $E(\alpha, \beta) = -\cos(\alpha - \beta)$.

Section 15.4

15.4.1. Using the results of Sect. 15.2, we have:

$$\langle \hat{S}_{e\alpha} \rangle = \frac{\hbar}{2} \int \cos(\varphi - \alpha) \frac{d\varphi}{2\pi} = 0$$

and similarly $\langle \hat{S}_{p\beta} \rangle = 0$. We also obtain

$$\langle \hat{S}_{e\alpha} \otimes \hat{S}_{p\beta} \rangle = -\frac{\hbar^2}{4} \int \cos(\varphi - \alpha) \cos(\varphi - \beta) \frac{d\varphi}{2\pi}$$

$$= -\frac{\hbar^2}{8} \cos(\alpha - \beta).$$

Therefore, in this simple hidden variable model,

$$E(\alpha, \beta) = -\frac{1}{2} \cos(\alpha - \beta).$$

In such a model, one finds a non-vanishing correlation coefficient, which is an interesting observation. Even more interesting is that this correlation is smaller than the prediction of quantum mechanics by a factor 2.
15.4.2. The experimental points agree with the predictions of quantum mechanics, and undoubtedly disagree with the results of the particular hidden variable model we have considered. We must however point out that the data given in the text is not the actual measured data. The “true” results are shown in Fig. 15.2, where the error bars correspond only to statistical errors. The difference from theory (i.e. quantum mechanics) is due to systematic errors, mainly the acceptance of the detectors.

Fig. 15.2. Actual experimental variation of $E(\alpha, \beta)$ as a function of $\alpha - \beta$.

Section 15.5

15.5.1. In the framework of a hidden variable theory, the correlation coefficient is

$$E(\alpha, \beta) = \frac{4}{\hbar^2} \int P(\lambda) A(\lambda, u_\alpha) B(\lambda, u_\beta) \, d\lambda,$$

where $P(\lambda)$ is the (unknown) distribution law for the variable $\lambda$, with

$$P(\lambda) > 0 \quad \forall \lambda \quad \text{and} \quad \int P(\lambda) \, d\lambda = 1.$$

Note that we assume here that the hidden variable theory reproduces the one-operator averages found for the singlet state:

$$\langle S_{e\alpha} \rangle = \int P(\lambda) A(\lambda, u_\alpha) \, d\lambda = 0 \quad \langle S_{p\beta} \rangle = \int P(\lambda) B(\lambda, u_\beta) \, d\lambda = 0.$$
If this was not the case, such a hidden variable theory should clearly be rejected since it would not reproduce a well established experimental result.

15.5.2. The quantity of interest can be written:

\[ A(\lambda, u_\alpha) \left( B(\lambda, u_\beta) + B(\lambda, u'_\beta) \right) + A(\lambda, u'_\alpha) \left( B(\lambda, u'_\beta) - B(\lambda, u_\beta) \right). \]

The two quantities \( B(\lambda, u_\beta) \) and \( B(\lambda, u'_\beta) \) can take only the two values \( \pm \hbar/2 \). Therefore one has either

\[ B(\lambda, u_\beta) + B(\lambda, u'_\beta) = \pm \hbar \quad B(\lambda, u_\beta) - B(\lambda, u'_\beta) = 0 \]

or

\[ B(\lambda, u_\beta) + B(\lambda, u'_\beta) = 0 \quad B(\lambda, u_\beta) - B(\lambda, u'_\beta) = \pm \hbar, \]

hence the result, since \(|A(\lambda, u_\alpha)| = |A(\lambda, u'_\beta)| = \hbar/2\).

15.5.3. We multiply the result (15.4) by \( P(\lambda) \) and integrate over \( \lambda \). Bell’s inequality follows immediately.

15.5.4. The quantum mechanical result for \( S \) is

\[ S_Q = -\cos(\alpha - \beta) - \cos(\alpha - \beta') - \cos(\alpha' - \beta') + \cos(\alpha' - \beta). \]

In general, if we set \( \theta_1 = \alpha - \beta, \theta_2 = \beta' - \alpha, \theta_3 = \alpha' - \beta', \) we can look for the extrema of

\[ f(\theta_1, \theta_2, \theta_3) = \cos(\theta_1 + \theta_2 + \theta_3) - (\cos \theta_1 + \cos \theta_2 + \cos \theta_3). \]

The extrema correspond to \( \theta_1 = \theta_2 = \theta_3 \) and \( \sin \theta_1 = \sin 3\theta_1 \), whose solutions between 0 and \( \pi \) are \( \theta_1 = 0, \pi/4, 3\pi/4, \pi \). Defining the function \( g(\theta_1) = -3 \cos \theta_1 + \cos 3\theta_1 \) we have: \( g(0) = -2, g(\pi/4) = -2\sqrt{2}, g(3\pi/4) = 2\sqrt{2}, g(\pi) = 2 \).

We have represented the variation of \( g(\theta) \) in Fig. 15.3. The shaded areas correspond to results which cannot be explained by hidden variable theories. In particular, for \( \alpha - \beta = \beta' - \alpha = \alpha' - \beta' = \pi/4 \), we get \( S_Q = -2\sqrt{2} \), which clearly violates Bell’s inequality.

This system constitutes therefore a test of the predictions of quantum mechanics vs. any local hidden variable theory.

15.5.5. The numbers given in the text lead to \(|3E(\pi/4) - E(3\pi/4)| = 2.66 (\pm 0.15)\) in excellent agreement with quantum mechanics (2\sqrt{2}) but incompatible with hidden variable theories.

As in the previous question, the actual measurements were in fact \( E(\pi/4) = -0.62 (\pm 0.04), E(3\pi/4) = 0.60 (\pm 0.03) \), therefore \(|3E(\pi/4) - E(3\pi/4)| = 2.46 (\pm 0.15)\) which violates unquestionably Bell’s inequality, and is consistent with the quantum mechanical prediction.

It is therefore not possible to find a local hidden variable theory which gives a good account of experiment.
Fig. 15.3. Variation of $g(\theta)$, as defined in the text.
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16. Hyperfine Structure in Electron Spin Resonance

Many molecular species, such as free radicals, possess an unpaired electron. The magnetic spin resonance of this electron, called electron spin resonance (ESR) as opposed to nuclear magnetic resonance, provides useful information about the electronic structure of the molecule, as we shall see in this chapter. We assume here the following:

1. Spin variables and space variables are independent, both for electrons and for nuclei; we are only interested in the former.
2. The spatial ground state of the unpaired electron is non-degenerate, and one can neglect the effect of a magnetic field on its wave function.
3. We only take into account the following magnetic spin interactions: (a) the Zeeman interaction of spin magnetic moments with an external field $B$, and (b) the hyperfine interaction between the outer electron and the nuclei.
4. For a given nucleus in the molecule, the hyperfine interaction has the form

$$\hat{H}_{HF} = (A/h^2) \hat{S} \cdot \hat{I} = (A/4) \hat{\sigma}_e \cdot \hat{\sigma}_n$$

where $\hat{S} = \hbar \hat{\sigma}_e/2$ is the electron spin and $\hat{I} = \hbar \hat{\sigma}_n/2$ is the nuclear spin; $\hat{\sigma}_e$ and $\hat{\sigma}_n$ are the Pauli matrices which act respectively in the Hilbert spaces of the electron and of the nucleus. The constant $A$ is given by

$$A = -\frac{2}{3} \mu_0 \gamma_e \gamma_n \hbar^2|\psi(r_n)|^2,$$

where $\mu_0 = 1/\epsilon_0 c^2$ is the magnetic susceptibility of vacuum, $\gamma_e$ and $\gamma_n$ are the gyromagnetic factors of the electron and of the nucleus under consideration, and $\psi(r_n)$ is the value of the electron wave function at the position $r_n$ of this nucleus.

5. In all the problems, the system is considered to be in a constant uniform magnetic field $B$ directed along the z axis. For simplicity, we set $A = \hbar a$, $\omega_e = -\gamma_e B$, $\omega_n = -\gamma_n B$ and $\eta = (\omega_e - \omega_n)/2$.

The numerical values of gyromagnetic ratios are

- electron: $\gamma_e/(2\pi) = -28.024 \text{ GHz T}^{-1}$,
- proton: $\gamma_p/(2\pi) = +42.574 \text{ MHz T}^{-1}$.
16.1 Hyperfine Interaction with One Nucleus

16.1.1. We first consider a species where the nuclei do not possess a magnetic moment, so that there is no hyperfine interaction.

Write the Zeeman interaction Hamiltonian of the electron with the magnetic field $B$.

What are the energy levels of the system?

What is the value of the frequency that can excite the system? Give its numerical value for a magnetic field of 1 Tesla.

16.1.2. We now assume that the molecule has one spin-1/2 nucleus. We denote the (factorized) eigenbasis common to $\hat{S}_z$ and $\hat{I}_z$ by $\{|\sigma_e;\sigma_n\}\}$ with $\sigma_e = \pm 1$ and $\sigma_n = \pm 1$.

(a) Write the complete spin Hamiltonian.
(b) Calculate the action of $\sigma_e \cdot \sigma_n$ on the vectors of the basis $\{|\sigma_e;\sigma_n\}\}$.
(c) Write the matrix form of the Hamiltonian in this basis, and calculate its eigenvalues.

16.1.3. From now on, we assume that the magnetic field $B$ is strong, in the sense that $|\omega_e| \gg |a|$.

(a) Give the approximate form of the eigenvalues to first order in $a/\eta$.
(b) Recover these results by first diagonalizing the electron Zeeman Hamiltonian, and by treating the other terms, i.e. the nuclear Zeeman Hamiltonian and the hyperfine interaction, in first order perturbation theory.

What are the corresponding eigenstates (to zeroth order in $a/\eta$)?

(c) One can show that the transitions an electromagnetic field can induce occur only between states which differ by the value of a single spin (for instance, the transitions $|+; -\rangle \rightarrow |-; +\rangle$ are forbidden). Under these conditions, what are the observable transition frequencies, knowing that all transitions which are not forbidden actually occur? Classify these transitions in two sets corresponding respectively to nuclear and to electronic spin transitions.

(d) Calculate these frequencies numerically for the hydrogen atom in a field $B = 1$ T. We recall that, in this case, $A/(2\pi\hbar) \simeq 1.420$ GHz.

16.2 Hyperfine Structure with Several Nuclei

We now assume that the molecule has $N$ protons in hydrogen atoms located in on sites $r_1, \ldots, r_N$, whose spins are denoted $\hat{I}_1, \ldots, \hat{I}_N$.

The Hilbert space of spin degrees of freedom is of dimension $2^{N+1}$. It is spanned by the set:

$$\{|\sigma_e; \sigma_1, \sigma_2, \ldots, \sigma_N\}\} \equiv \{|\sigma_e\rangle \otimes |\sigma_1\rangle \otimes |\sigma_2\rangle \otimes \cdots \otimes |\sigma_N\rangle\}$$
with $\sigma_e = \pm 1$ and $\sigma_k = \pm 1$, $k = 1, \ldots, N$. This set is an orthonormal eigenbasis common to the $z$ projection of the spin observables $\hat{S}_z$ and $\hat{I}_{kz}$, $k = 1, \ldots, N$, of the $N + 1$ particles.

16.2.1. Let $A_k = \hbar a_k$ be the hyperfine constant of proton $k$. Write the expression for the spin Hamiltonian of the system (we recall that the magnetic nucleus–nucleus interaction is neglected).

16.2.2. Show that the restriction of this Hamiltonian to each eigen-subspace of $\hat{S}_z$ is diagonal.

16.2.3. Assuming, as in 16.1.3, that the field is strong, calculate the eigenvalues in first order perturbation theory, and the corresponding eigenstates.

16.2.4. What are the observable electron spin transition frequencies? How many lines corresponding to these frequencies should the spectrum display in principle?

16.2.5. What is the number of lines and the multiplicity of each of them (i.e. the number of transitions at the same frequency) if all the protons are equivalent, i.e. if all the $|\psi(\mathbf{r}_k)|^2$, and therefore the coefficients $a_k$, are equal?

16.2.6. What is the number of lines and their multiplicities, if there exist two sets of equivalent protons, one with $p$ protons corresponding to the constant $a_p$, the other with $q = N - p$ protons, corresponding to the constant $a_q$?

16.3 Experimental Results

Experimentally, one measures the positions and the intensities of the absorption lines in the microwave region. An absorption line appears as a peak in the absorbed intensity $\alpha(\nu)$ as a function of the frequency, whose qualitative shape is shown in Fig. 16.1.

It can be shown that the intensity of an absorption peak at a given frequency is proportional to the number of transitions (multiplicity of the line) which occur at that frequency. For experimental convenience, one fixes the frequency of the microwave at a given value, and one varies the magnetic field $B$. This results in an absorption curve $\alpha(B)$.

16.3.1. Figure 16.2 shows the spectrum of the free radical $\cdot$CH$_3$ (methyl) (J.N. Chazalviel, private communication). The carbon nucleus does not possess any magnetic moment; only the protons of the hydrogen atoms give rise to hyperfine interactions.

(a) Interpret this spectrum qualitatively. Explain the number of lines and their relative intensities. How many different coefficients $a_k$ are there?

(b) Give the value of $a_k/(2\pi)$. Calculate the value of $|\psi(\mathbf{r}_k)|^2$ for the unpaired electron in this molecule. It is convenient to express the result in terms of $|\psi(0)|^2_{\text{Hydrogen}} = 1/(\pi a_1^3)$ where $a_1$ is the Bohr radius of hydrogen.
16.3.2. Answer the same questions for the spectrum of \( \text{CH}_3-\cdot\text{COH}-\text{COO}^- \) (the radical ion of lactic acid) shown in Fig. 16.3. Neither the oxygen nor the carbon nuclei carry magnetic moments. The only hyperfine interaction arises, again, from the protons of the hydrogen atoms.
16.4 Solutions

Section 16.1

16.1.1. The magnetic Hamiltonian is $\hat{H} = -\hbar \gamma_e B \hat{S}_z - \gamma_n B \hat{I}_z + \frac{A}{\hbar^2} \hat{S} \cdot \hat{I}$

$$\hat{H} = -\frac{\hbar \omega_e}{2} \hat{\sigma}_{ez} + \frac{\hbar \omega_n}{2} \hat{\sigma}_{nz} + \frac{\hbar a}{4} \hat{\sigma}_e \cdot \hat{\sigma}_n .$$

(b) The action of $\hat{\sigma}_e \cdot \hat{\sigma}_n$ on the basis states is:

$$\hat{\sigma}_e \cdot \hat{\sigma}_n |+; +\rangle = |+; +\rangle$$

$$\hat{\sigma}_e \cdot \hat{\sigma}_n |+; -\rangle = 2 |+; -\rangle - |+; +\rangle$$

$$\hat{\sigma}_e \cdot \hat{\sigma}_n |-; -\rangle = 2 |-; +\rangle - |-; -\rangle$$

$$\hat{\sigma}_e \cdot \hat{\sigma}_n |-; +\rangle = |-; -\rangle .$$

(c) Hence the $4 \times 4$ matrix representation of the Hamiltonian

$$\hat{H} = \frac{\hbar}{4} \begin{pmatrix} a + 2(\omega_e + \omega_n) & 0 & 0 & 0 \\ 0 & 4\eta - a & 2a & 0 \\ 0 & 2a & -4\eta - a & 0 \\ 0 & 0 & 0 & a - 2(\omega_e + \omega_n) \end{pmatrix} ,$$

where the rows and columns are ordered as $|+; +\rangle$, $|+; -\rangle$, $|-; -\rangle$, $|-; +\rangle$. Hence the eigenstates and the corresponding eigenvalues:

$$|+; +\rangle \rightarrow \frac{\hbar}{4} (a + 2(\omega_e + \omega_n))$$

$$|-; -\rangle \rightarrow \frac{\hbar}{4} (a - 2(\omega_e + \omega_n))$$

and from the diagonalization of the $2 \times 2$ matrix between $|+; -\rangle$ and $|-; +\rangle$

$$\cos \phi \ |+; -\rangle + \sin \phi \ |-; +\rangle \rightarrow \frac{\hbar}{4} (-a + 2\sqrt{4\eta^2 + a^2})$$

$$\sin \phi \ |+; -\rangle - \cos \phi \ |-; +\rangle \rightarrow \frac{\hbar}{4} (-a - 2\sqrt{4\eta^2 + a^2})$$

with

$$\tan \phi = \frac{a}{2\eta + \sqrt{4\eta^2 + a^2}} .$$

16.1.3.

(a) If $\eta \gg a$, the eigenvectors and eigenvalues are, to lowest order,

$$|+; +\rangle \rightarrow (\hbar/4)(a + 2(\omega_e + \omega_n))$$

$$|+; -\rangle \rightarrow \sim (\hbar/4)(4\eta - a)$$

$$|-; +\rangle \rightarrow \sim (\hbar/4)(-4\eta - a)$$

$$|-; -\rangle \rightarrow (\hbar/4)(a - 2(\omega_e + \omega_n)) .$$
(b) In each subspace corresponding respectively to $\sigma_e = 1$ and $\sigma_e = -1$, the perturbation is diagonal (the non-diagonal terms couple $\sigma_e = +1$ and $\sigma_e = -1$). The $2 \times 2$ matrices to be considered are indeed
\[ \langle +, \sigma_n | \hat{H} | +, \sigma'_n \rangle \quad \text{and} \quad \langle -, \sigma_n | \hat{H} | -, \sigma'_n \rangle . \]

Consider for instance $\langle +, \sigma_n | \hat{H} | +, \sigma'_n \rangle$. Since $\langle +, \sigma_n | \hat{S}_x | +, \sigma'_n \rangle = \langle +, \sigma_n | \hat{S}_y | +, \sigma'_n \rangle = 0$, only $\langle + | \hat{S}_z | + \rangle \langle \sigma_n | \hat{I}_z | \sigma'_n \rangle$ has to be considered, and it is diagonal. The eigenstates at zeroth order are therefore $| \sigma_e; \sigma_n \rangle$ and we do recover the above results.

(c) Transitions:

(i) **Nuclear transitions:** $| \sigma_e; + \rangle \leftrightarrow | \sigma_e; - \rangle$, i.e.
\[ | +; + \rangle \leftrightarrow | +; - \rangle \quad \Delta E = \hbar (\omega_n + a / 2), \quad \nu = | \omega_n + a / 2 | / (2\pi) \]
\[ | -; + \rangle \leftrightarrow | -; - \rangle \quad \Delta E = \hbar (\omega_n - a / 2), \quad \nu = | \omega_n - a / 2 | / (2\pi) . \]

(ii) **Electronic transitions:** $| +; \sigma_n \rangle \leftrightarrow | -; \sigma_n \rangle$, i.e.
\[ | +; + \rangle \leftrightarrow | -; + \rangle \quad \Delta E = \hbar (\omega_e + a / 2), \quad \nu = | \omega_e + a / 2 | / (2\pi) \]
\[ | +; - \rangle \leftrightarrow | -; - \rangle \quad \Delta E = \hbar (\omega_e - a / 2), \quad \nu = | \omega_e - a / 2 | / (2\pi) . \]

(d) For $B = 1$ T, $\nu_n = 42.6$ MHz; $a / (2\pi) = A / (2\pi \hbar) = 1420$ MHz; $\nu_e = 28.024$ GHz.

The nuclear transitions occur at $\nu_1 = 753$ MHz and $\nu_2 = 667$ MHz, the electronic transitions at $\nu_1 = 28.734$ GHz and $\nu_2 = 27.314$ GHz.

\section*{Section 16.2}

16.2.1. The total Hamiltonian is
\[ \hat{H} = \frac{\hbar}{2} \sigma_e \hat{\sigma}_z + \sum_{k=1}^{N} \left( \frac{\hbar \omega_n}{2} \hat{\sigma}_k + \frac{\hbar A_k}{4} \hat{\sigma}_z \cdot \hat{\sigma}_k \right) . \]

16.2.2. The restriction of $\hat{H}$ to a subspace corresponding to the eigenvalue $\hbar \omega_e / 2$ of $\hat{S}_e \cdot \hat{\sigma} = \pm \sigma$ can be written using 16.1.2(b) or (c):
\[ \hat{H}_{\sigma_e} = \frac{\hbar}{2} \sigma_e \hat{\sigma}_e + \sum_{k=1}^{N} \left( \frac{\hbar \omega_n}{2} + \frac{\hbar A_k \sigma_e}{4} \right) \hat{\sigma}_k . \]

The operators $\hat{H}_+$ and $\hat{H}_-$ are diagonal in the basis $\{ | \sigma_1, \sigma_2, \ldots, \sigma_N \rangle \}$.

16.2.3. First order perturbation theory consists in diagonalizing the perturbing Hamiltonian $\sum_{k=1}^{N} (\hbar \omega_n / 2) \hat{\sigma}_k + \sum_{k=1}^{N} (A_k / 4) \hat{\sigma}_e \cdot \hat{\sigma}_k$ in each eigen-subspace of the dominant term $\hbar \omega_e \hat{\sigma}_e / 2$. This is automatically realized. Therefore,
\[ \sigma_e = +1:\]
\[ E_{\sigma_1, \ldots, \sigma_N}^+ = \frac{\hbar}{2} \omega_e + \sum_k \frac{\hbar (2 \omega_n + a_k)}{4} \sigma_k \quad \text{state} \ | +; \sigma_1, \ldots, \sigma_N \rangle , \]
\[
\sigma_e = -1 : \quad E_{\sigma_1 \ldots \sigma_N} = -\frac{\hbar \omega_e}{2} + \sum_k \frac{\hbar(2\omega_n - a_k)}{4} \sigma_k, \text{ state } | -; \sigma_1, \ldots, \sigma_N \rangle.
\]

16.2.4. There are \(2^N\) transitions \(| +; \sigma_1, \ldots, \sigma_N \rangle \leftrightarrow | -; \sigma_1, \ldots, \sigma_N \rangle\) corresponding to the \(2^N\) possible choices for the set \(\{\sigma_k\}\). The corresponding frequencies are

\[
\Delta \nu_{\sigma_1 \ldots \sigma_N} = \frac{1}{2\pi} \left| \omega_e + \sum_k a_k \sigma_k / 2 \right|.
\]

16.2.5. If all \(a_k\) are equal to \(a\), we have

\[
\Delta \nu = \frac{1}{2\pi} \left| \omega_e + a \sum_k \sigma_k / 2 \right| = \frac{1}{2\pi} \left| \omega_e + Ma / 2 \right|,
\]

with \(M = \sum \sigma_k = N, N - 2, \ldots, -N + 2, -N\), i.e. \(N + 1\) absorption lines. There are \(C_N^{(N-M)/2}\) transitions which have the same frequency and contribute to each line. The relative intensities of the lines will therefore be proportional to the binomial coefficients \(C_N^{(N-M)/2}\). The splitting between two adjacent lines is \(a\).

16.2.6. If \(p\) equivalent protons correspond to the coupling constant \(A_p\), and \(q = N - p\) correspond to \(A_q\), then

\[
\Delta \nu = \frac{1}{2\pi} \left| \omega_e + \frac{a_p}{2} \sum_{i=1}^{p} \sigma_i + \frac{a_q}{2} \sum_{j=1}^{q} \sigma_j \right| = \frac{1}{2\pi} \left| \omega_e + M_p \frac{a_p}{2} + M_q \frac{a_q}{2} \right|.
\]

There are \(p + 1\) values of \(M_p: p, p - 2, \ldots, -p\), and \(q + 1\) values of \(M_q: M_q = q, q - 2, \ldots, -q\). The total number of lines is \((p + 1)(q + 1)\), and the multiplicity of a line corresponding to a given couple \((M_p, M_q)\) is \(C_p^{(p-M_p)/2} C_q^{(q-M_q)/2}\).

Section 16.3

16.3.1. The experimental results confirm the above analysis.

(a) For \(^{\bullet}\)CH\(_3\) there are 4 equally spaced lines of relative intensities 1, 3, 3, 1. This is in perfect agreement with the fact that the three protons of \(^{\bullet}\)CH\(_3\) are obviously equivalent. All the \(A_k\) coefficients are equal.

(b) For a fixed \(\omega\), one gets by considering two consecutive lines, for instance the center lines: \(a/2 - \gamma_e B_1 = -a/2 - \gamma_e B_2\) so that \(a = \gamma_e (B_1 - B_2)\). We deduce \(\nu = |a|/2\pi = 65\) MHz = \(|A_k|/2\pi \hbar\), and \(\pi a^2 |\psi(r_k)|^2 = |\psi(r_k)|^2 / |\psi(0)|^2_{\text{Hydrogen}} = 65/1420 \sim 0.045\). In the radical \(^{\bullet}\)CH\(_3\), the probability that the outer electron is on top of a proton is smaller by a factor \(3 \times 0.045 = 0.135\) than in the hydrogen atom.
16.3.2. In the case of CH$_3$–•COH–COO$^-$, there are four dominant lines, each of which is split into two. This agrees perfectly with the fact that, in CH$_3$–•COH–COO$^-$, the 3 protons of the CH$_3$ group are equivalent and have the same hyperfine constant $a_1$ whereas the proton of the •COH group has a different constant $a_2$ which is noticeably smaller than $a_1$.

A calculation similar to the previous one gives $|\psi(r_k)|^2/|\psi(0)|^2_{\text{Hydrogen}} \sim 0.034$ for the protons of the CH$_3$ group, and $|\psi(r_k)|^2/|\psi(0)|^2_{\text{Hydrogen}} \sim 0.004$ for the proton of •COH.
17. The Spectrum of Positronium

The positron $e^+$ is the antiparticle of the electron. It is a spin-1/2 particle, which has the same mass $m$ as the electron, but an electric charge of opposite sign. In this chapter we consider the system called *positronium* which is an atom consisting of an $e^+e^-$ pair.

17.1 Positronium Orbital States

We first consider only the spatial properties of the system, neglecting all spin effects. We only retain the Coulomb interaction between the two particles. No proof is required, an appropriate transcription of the hydrogen atom results suffices.

17.1.1. Express the reduced mass of the system $\mu$, in terms of the electron mass $m$.

17.1.2. Write the Hamiltonian of the relative motion of the two particles in terms of their separation $r$ and their relative momentum $p$.

17.1.3. What are the energy levels of the system, and their degeneracies? How do they compare with those of hydrogen?

17.1.4. What is the Bohr radius $a_0$ of the system? How do the sizes of hydrogen and positronium compare?

17.1.5. Give the expression for the normalized ground state wave function $\psi_{100}(r)$. Express $|\psi_{100}(0)|^2$ in terms of the fundamental constants: $m$, $c$, $\hbar$, and the fine structure constant $\alpha$.

17.2 Hyperfine Splitting

We now study the hyperfine splitting of the ground state.

17.2.1. What is the degeneracy of the orbital ground state if one takes into account spin variables (in the absence of a spin–spin interaction)?

17.2.2. Explain why the (spin) gyromagnetic ratios of the positron and of the electron have opposite signs: $\gamma_1 = -\gamma_2 = \gamma$. Express $\gamma$ in terms of $q$ and $m$. 
17.2.3. One assumes that, as in hydrogen, the spin–spin Hamiltonian in the orbital ground state is:

\[ \hat{H}_{SS} = \frac{A}{\hbar^2} \hat{S}_1 \cdot \hat{S}_2 , \]  

(17.1)

where the constant \( A \) has the dimension of an energy.

Recall the eigenstates and eigenvalues of \( \hat{H}_{SS} \) in the spin basis \( \{ \sigma_1, \sigma_2 \} \), where \( \sigma_1 = \pm 1, \sigma_2 = \pm 1 \).

17.2.4. As in hydrogen, the constant \( A \) originates from a contact term:

\[ A = -\frac{2}{3} \frac{1}{\epsilon_0 c^2} \gamma_1 \gamma_2 \hbar^2 |\psi_{100}(0)|^2 . \]  

(17.2)

(a) The observed hyperfine line of positronium has a frequency \( \nu \approx 200 \text{ GHz} \), compared to \( \nu \approx 1.4 \text{ GHz} \) for hydrogen. Justify this difference of two orders of magnitude.

(b) Express the constant \( A \) in terms of the fine structure constant and the energy \( mc^2 \). Give the numerical value of \( A \) in eV.

(c) What frequency of the hyperfine transition corresponds to this calculated value of \( A \)?

17.2.5. Actually, the possibility that the electron and the positron can annihilate, leads to an additional contribution \( \hat{H}_A \) in the hyperfine Hamiltonian. One can show that \( \hat{H}_A \) does not affect states of total spin equal to zero \( (S = 0) \), and that it increases systematically the energies of \( S = 1 \) states by the amount:

\[ \hat{H}_A : \quad \delta E^{S=1} = \frac{3A}{4} \quad (\delta E^{S=0} = 0) , \]  

(17.3)

where \( A \) is the same constant as in (17.2).

(a) What are the energies of the \( S = 1 \) and \( S = 0 \) states, if one takes into account the above annihilation term?

(b) Calculate the frequency of the corresponding hyperfine transition.

17.3 Zeeman Effect in the Ground State

The system is placed in a constant uniform magnetic field \( B \) directed along the \( z \) axis. The additional Zeeman Hamiltonian has the form

\[ \hat{H}_Z = \omega_1 \hat{S}_{1z} + \omega_2 \hat{S}_{2z} , \]

where \( \omega_1 = -\gamma_1 B \) and \( \omega_2 = -\gamma_2 B \).

17.3.1. (a) Taking into account the result of question 17.2.2 and setting \( \omega = -\gamma B \), write the action of \( \hat{H}_Z \) on the basis states \( \{ |\sigma_1, \sigma_2 \rangle \} \).
(b) Write in terms of $A$ and $\hbar \omega$ the matrix representation of
\[ \hat{H} = \hat{H}_{SS} + \hat{H}_{A} + \hat{H}_{Z} \]
in the basis $\{|S, m\rangle\}$ of the total spin of the two particles.
(17.4)

(c) Give the numerical value of $\hbar \omega$ in eV for a field $B = 1$ T. Is it easy experimentally to be in a strong field regime, i.e. $\hbar \omega \gg A$?

17.3.2. Calculate the energy eigenvalues in the presence of the field $B$; express the corresponding eigenstates in the basis $\{|S, m\rangle\}$ of the total spin. The largest eigenvalue will be written $E_+$ and the corresponding eigenstate $|\psi_+\rangle$. For convenience, one can introduce the quantity $x = 8\hbar \omega/(7A)$, and the angle $\theta$ defined by $\sin 2\theta = x/\sqrt{1 + x^2}$, $\cos 2\theta = 1/\sqrt{1 + x^2}$.

17.3.3. Draw qualitatively the variations of the energy levels in terms of $B$. Are there any remaining degeneracies?

17.4 Decay of Positronium

We recall that when a system $A$ is unstable and decays: $A \rightarrow B + \cdots$, the probability for this system to decay during the interval $[t, t + dt]$ if it is prepared at $t = 0$, is $dP = \lambda e^{-\lambda t} dt$, where the decay rate $\lambda$ is related to the lifetime $\tau$ of the system by $\tau = 1/\lambda$. If the decay can proceed via different channels, e.g. $A \rightarrow B + \cdots$ and $A \rightarrow C + \cdots$, with respective decay rates $\lambda_1$ and $\lambda_2$, the total decay rate is the sum of the partial rates, and the lifetime of $A$ is $\tau = 1/(\lambda_1 + \lambda_2)$.

In all what follows, we place ourselves in the rest frame of the positronium.

17.4.1. In a two-photon decay, or annihilation, of positronium, what are the energies of the two outgoing photons, and what are their relative directions?

17.4.2. One can show that the annihilation rate of positronium into photons in an orbital state $|n, l, m\rangle$ is proportional to the probability for the electron and positron to be at the same point, i.e. to $|\psi_{nlm}(0)|^2$. In what orbital states is the annihilation possible?

17.4.3. In quantum field theory, one can show that, owing to charge conjugation invariance,

- a singlet state, $S = 0$, can only decay into an even number of photons: 2, 4, \ldots
- a triplet state, $S = 1$, can only decay into an odd number of photons: 3, 5, \ldots

In the orbital ground state $\psi_{100}$, split by spin–spin interactions as calculated in Sect. 17.2, the lifetime of the singlet state is $\tau_2 \sim 1.25 \times 10^{-10}$ s, and the lifetime of either of the three triplet states is $\tau_3 \sim 1.4 \times 10^{-7}$ s. Quantum field theory predicts:

\[ \lambda_2 = \frac{1}{\tau_2} = 4\pi \alpha^2 c \left( \frac{\hbar}{mc} \right)^2 |\psi_{100}(0)|^2, \quad \lambda_3 = \frac{1}{\tau_3} = \frac{4}{9\pi} (\pi^2 - 9) \alpha \lambda_2. \]

Compare theory and experiment.
17.4.4. In order to determine the hyperfine constant $A$ of positronium, it is of interest to study the energy and the lifetime of the level corresponding to the state $|\psi_{+}\rangle$, defined in question 17.3.2, as a function of the field $B$.

From now on, we assume that the field is weak, i.e. $|x| = |8\hbar\omega/(7A)| \ll 1$, and we shall make the corresponding approximations.

(a) What are, as a function of $x$, the probabilities $p^S$ and $p^T$ of finding the state $|\psi_{+}\rangle$ in the singlet and triplet states respectively?

(b) Use the result to calculate the decay rates $\lambda_2^+$ and $\lambda_3^+$ of the state $|\psi_{+}\rangle$ into two and three photons respectively, in terms of the parameter $x$, and of the rates $\lambda_2$ and $\lambda_3$ introduced in question 17.4.4.

(c) What is the lifetime $\tau^+(B)$ of the state $|\psi_{+}\rangle$? Explain qualitatively its dependence on the applied field $B$, and calculate $\tau^+(B)$ for $B = 0.4 \text{ T}$.

(d) One measures, as a function of $B$, the ratio $R = \tau^+(B)/\tau^+(0)$ of the lifetime of the $|\psi_{+}\rangle$ state with and without a magnetic field. The dependence on $B$ of $R$ is given in Fig. 17.1, with the corresponding error bars.

(i) What estimate does one obtain for the hyperfine constant, $A$, using the value of the magnetic field for which the ratio $R$ has decreased by a factor two?

(ii) How do theory and experiment compare?

![Figure 17.1](image-url)  

**Fig. 17.1.** Variation of the ratio $R$ defined in the text as a function of the applied magnetic field $B$. 
17.5 Solutions

Section 17.1

In positronium, we have, by scaling:

17.1.1. A reduced mass $\mu = m/2$.

17.1.2. A center of mass Hamiltonian $\hat{H} = \hat{p}^2 / 2\mu - q^2 / 4\pi\epsilon_0 r$.

17.1.3. The energy levels $E_n = -(1/2)\mu c^2 \alpha^2 / n^2 = -(1/4)mc^2 \alpha^2 / n^2$. The degeneracy is $n^2$ for each level, as in the hydrogen atom; the bound state energies are half of those of hydrogen.

17.1.4. The Bohr radius is $a_0 = h/(\mu c\alpha) = 2\hbar/(m c\alpha) = 2a_0^H \approx 1.06 \text{ Å}$. The diameter of positronium is $\langle r \rangle = 3a_0/2 = 3a_0^H$, and, since the proton is fixed, the diameter of the hydrogen is $2\langle r \rangle^H = 3a_0^H$. Therefore the two systems have the same size.

17.1.5. The ground state wave function is $\psi_{100}(r) = e^{-r/a_0} / \sqrt{\pi a_0^3}$, and we have $|\psi_{100}(0)|^2 = (m c\alpha/(2\hbar))^3 / \pi$.

Section 17.2

17.2.1. In the orbital ground state, the degeneracy is 4, corresponding to the number of independent spin states.

17.2.2. Since the masses are equal, but the charges are opposite, we have $\gamma_1 = q/m$, $\gamma_2 = -q/m$, $\gamma = q/m$.

17.2.3. As usual, we can express the spin–spin operator in terms of the total spin $S$ as $S_1 \cdot S_2 = [S^2 - S_1^2 - S_2^2]/2$. Hence, the orbital ground state is split into:

- the triplet states: $|++\rangle, (|--\rangle + |+-\rangle)/\sqrt{2}, |--\rangle$, with the energy shift:
  $E^T = A/4$,

- the singlet state: $(|+-\rangle - |--\rangle)/\sqrt{2}$, with the energy shift:
  $E^S = -3A/4$.

17.2.4.

(a) There is a mass factor of $\sim 1/2000$, a factor of $\sim 2.8$ for the gyromagnetic ratio of the proton, and a factor of 8 due to the value of the wave function at the origin. Altogether, this results in a factor of $\sim 22/2000 \sim 1\%$ for the ratio of hyperfine splittings $H/(e^+e^-)$.

(b) The numerical value of $A$ is

$$A = \frac{1}{12\pi\epsilon_0} \left( \frac{q\hbar}{mc} \right)^2 \left( \frac{m c \alpha}{\hbar} \right)^3 = \frac{1}{3}mc^2\alpha^4 \approx 4.84 \times 10^{-4} \text{ eV}.$$ 

(c) This corresponds to a transition frequency of $\nu = A/h \approx 117 \text{ GHz}$. This prediction is not in agreement with the experimental result ($\sim 200 \text{ GHz}$).
17.2.5.
(a) Taking into account $\hat{H}_A$, the triplet state energy is $A$ while the singlet state energy is $-3A/4$. The splitting is $\delta E = 7A/4 = 8.47 \times 10^{-4}$ eV.
(b) The corresponding frequency is $\nu = \delta E / h \sim 205$ GHz, in agreement with experiment.

Section 17.3

17.3.1.
(a) The Zeeman Hamiltonian is $\hat{H}_Z = \omega (\hat{S}_{1z} - \hat{S}_{2z})$, therefore, we have
\[
\begin{align*}
\hat{H}_Z|++\rangle &= \hat{H}_Z|--\rangle = 0 \\
\hat{H}_Z|--\rangle &= \hbar \omega |+-\rangle \\
\hat{H}_Z|+-\rangle &= -\hbar \omega |-+\rangle .
\end{align*}
\]
In terms of total spin states, this results in
\[
\begin{align*}
\hat{H}_Z|1,1\rangle &= \hat{H}_Z|1,-1\rangle = 0 \\
\hat{H}_Z|1,0\rangle &= \hbar \omega |0,0\rangle \\
\hat{H}_Z|0,0\rangle &= \hbar \omega |1,0\rangle .
\end{align*}
\]
(b) Hence the matrix representation in the coupled basis:
\[
\hat{H}_Z = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \hbar \omega & 0 \\
0 & \hbar \omega & 0 & 0
\end{pmatrix},
\]
where the elements are ordered according to: $|1,1\rangle, |1,-1\rangle, |1,0\rangle, |0,0\rangle$.

17.3.2. Similarly, one has the matrix representation of the full spin Hamiltonian:
\[
\hat{H} = \begin{pmatrix}
A & 0 & 0 & 0 \\
0 & A & 0 & 0 \\
0 & 0 & A & \hbar \omega \\
0 & 0 & \hbar \omega & -3A/4
\end{pmatrix}.
\]
In a field of 1 T, $|\hbar \omega| = qhB/m = 2\mu_B B \simeq 1.16 \times 10^{-4}$ eV. The strong field regime corresponds to $|\hbar \omega| \gg A$, i.e. $B \gg 4$ T, which is difficult to achieve.

17.3.3.
(a) Two eigenstates are obvious: $|1,1\rangle$ and $|1,-1\rangle$, which correspond to the same degenerate eigenvalue $A$ of the energy. The two others are obtained by diagonalizing a $2 \times 2$ matrix:
\[
\begin{align*}
|\psi_+\rangle &= \cos \theta |1,0\rangle + \sin \theta |0,0\rangle , \\
|\psi_-\rangle &= -\sin \theta |1,0\rangle + \cos \theta |0,0\rangle ,
\end{align*}
\]
corresponding to the energies

\[ E_{\pm} = \frac{A}{8} \pm \left[ \left( \frac{7A}{8} \right)^2 + (\hbar \omega)^2 \right]^{1/2} = \frac{A}{8} \left( 1 \pm 7\sqrt{1 + x^2} \right). \]

(b) The triplet states \( |++\rangle \) and \( |--\rangle \) remain degenerate, as shown in Fig. 17.2.

![Diagram](image)

**Fig. 17.2.** Variation of the hyperfine energy levels with applied magnetic field.

---

**Section 17.4**

**17.4.1.** In a two-photon decay, the outgoing photons have opposite momenta, their energies are both \( mc^2 = 511 \text{ keV} \).

**17.4.2.** The wave function vanishes at the origin, except for s-waves (\(|\psi_{nlm}(0)|^2 = 0 \) if \( l \neq 0 \)), owing to the centrifugal barrier. Therefore the decay can only occur when the positronium is in an s-state.

**17.4.3.** The given formulas correspond to \( \lambda_2 = mc^2 \alpha^5/(2\hbar) \) which yields \( \tau_2 = 1.24 \times 10^{-10} \) s and \( \tau_3 = 1.38 \times 10^{-7} \) s, in agreement with experiment.

**17.4.4.**

(a) For a given value of the applied field, with the positronium prepared in the state \( |\psi_+\rangle \), the probabilities of finding the system in the singlet and triplet states are respectively \( p^S = \sin^2 \theta \sim x^2/4 \) and \( p^T = \cos^2 \theta \sim 1 - x^2/4 \).

(b) The rate for \( |\psi_+\rangle \) to decay into two photons is the product of the probability of finding \( |\psi_+\rangle \) in the singlet state with the singlet state decay rate:

\[ \lambda_2^+ = p^S \lambda_2 \sim x^2 \lambda_2/4 = x^2/(4\tau_2). \]

Similarly, one has

\[ \lambda_3^+ = p^T \lambda_3 \sim (1 - x^2/4) \lambda_3 = (1 - x^2/4)/\tau_3. \]
(c) The lifetime of the $|\psi_+\rangle$ state is
\[
\tau_+ = \frac{1}{\lambda_2^+ + \lambda_3^+} = \frac{\tau_3}{1 - \frac{x^2}{4} + \frac{x^2}{4} \frac{\tau_3}{\tau_2}} \simeq \frac{\tau_3}{1 + \frac{16\hbar^2 \omega^2}{49A^2} \frac{\tau_3}{\tau_2}}.
\]
As the field $B$ increases, the state $|\psi_+\rangle$, which is purely triplet for $B = 0$, acquires a greater and greater singlet component. Therefore its lifetime decreases as $B$ increases. For $B = 0.4$ T, one has $\tau_+ = 0.23 \tau_3 = 3.2 \times 10^{-8}$ s.

(d) Experimentally, one has $R \sim 0.5$, i.e. $\frac{x^2 \tau_3}{4 \tau_2} \simeq 1$ for $B \sim 0.22$ T. Therefore $x \simeq 6 \times 10^{-2}$ and, since $A = 8\hbar \omega / 7x$ and $\hbar \omega = 2.3 \times 10^{-5}$ eV, the result is $A \sim 4.4 \times 10^{-4}$ eV, in good agreement with theoretical expectations.
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18. Magnetic Excitons

Quantum field theory deals with systems possessing a large number of degrees of freedom. This chapter presents a simple model, with which we study the magnetic excitations of a long chain of coupled spins. We show that one can associate the excited states of the system with quasi-particles that propagate along the chain.

We recall that, for any integer $k$:

$$\sum_{n=1}^{N} e^{2i\pi kn/N} = N \text{ if } k = pN, \text{ with } p \text{ integer;}$$

$$= 0 \text{ otherwise.}$$

18.1 The Molecule CsFeBr$_3$

Consider a system with angular momentum equal to 1, i.e. $j = 1$ in the basis $|j, m\rangle$ common to $\hat{J}^2$ and $\hat{J}_z$.

18.1.1. What are the eigenvalues of $\hat{J}^2$ and $\hat{J}_z$?

18.1.2. For simplicity, we shall write $|j, m\rangle = |\sigma\rangle$, where $\sigma = m = 1, 0, -1$. Write the action of the operators $\hat{J}_\pm = \hat{J}_x \pm i\hat{J}_y$ on the states $|\sigma\rangle$.

18.1.3. In the molecule CsFeBr$_3$, the ion Fe$^{2+}$ has an intrinsic angular momentum, or spin, equal to 1. We write $\hat{J}$ for the corresponding observable and $|\sigma\rangle$ for the eigenstates of $\hat{J}_z$. The molecule has a plane of symmetry, and the magnetic interaction Hamiltonian of the ion Fe$^{2+}$ with the rest of the molecule is

$$\hat{H}_D = \frac{D}{\hbar^2} \hat{J}_z^2 \quad D > 0.$$ 

What are the eigenstates of $\hat{H}_D$ and the corresponding energy values? Are there degeneracies?
18.2 Spin–Spin Interactions in a Chain of Molecules

We consider a one-dimensional closed chain made up with an even number $N$ of CsFeBr$_3$ molecules. We are only interested in the magnetic energy states of the chain, due to the magnetic interactions of the $N$ Fe$^{2+}$ ions, each with spin 1.

We take $\{|\sigma_1, \sigma_2, \ldots, \sigma_N\rangle\}, \sigma_n = 1, 0, -1$, to be the orthonormal basis of the states of the system; it is an eigenbasis of the operators $\{\hat{J}_z^n\}$ where $\hat{J}_z^n$ is the spin operator of the $n$-th ion ($n = 1, \ldots, N$).

The magnetic Hamiltonian of the system is the sum of two terms $\hat{H} = \hat{H}_0 + \hat{H}_1$ where

$$\hat{H}_0 = \frac{D}{\hbar^2} \sum_{n=1}^{N} (\hat{j}_z^n)^2$$

has been introduced in 18.1.3, and $\hat{H}_1$ is a nearest-neighbor spin–spin interaction term

$$\hat{H}_1 = \frac{A}{\hbar^2} \sum_{n=1}^{N} \hat{J}_z^n \cdot \hat{J}_z^{n+1} \quad A > 0.$$ 

To simplify the notation of $\hat{H}_1$, we define $\hat{J}_z^{N+1} = \hat{J}_z$.

We assume that $\hat{H}_1$ is a small perturbation compared to $\hat{H}_0$ ($A \ll D$), and we shall treat it in first order perturbation theory.

18.2.1. Show that $|\sigma_1, \sigma_2, \ldots, \sigma_N\rangle$ is an eigenstate of $\hat{H}_0$, and give the corresponding energy value.

18.2.2. What is the ground state of $\hat{H}_0$? Is it a degenerate level?

18.2.3. What is the energy of the first excited state of $\hat{H}_0$? What is the degeneracy $d$ of this level? We shall denote by $\mathcal{E}^1$ the corresponding eigenspace of $\hat{H}_0$, of dimension $d$.

18.2.4. Show that $\hat{H}_1$ can be written as

$$\hat{H}_1 = \frac{A}{\hbar^2} \sum_{n=1}^{N} \left( \frac{1}{2} (\hat{j}_+ \hat{j}_+^{n+1} + \hat{j}_- \hat{j}_+^{n+1}) + \hat{j}_z \hat{j}_z^{n+1} \right).$$

18.3 Energy Levels of the Chain

We now work in the subspace $\mathcal{E}^1$. We introduce the following notation

$$|n, \pm\rangle = |\sigma_1 = 0, \sigma_2 = 0, \ldots, \sigma_n = \pm 1, \sigma_{n+1} = 0, \ldots, \sigma_N = 0\rangle.$$

Owing to the periodicity of the chain, we define $|N + 1, \pm\rangle \equiv |1, \pm\rangle$. 
18.3.1. Show that
\[ \hat{H}_1 |n, \pm \rangle = A(|n - 1, \pm \rangle + |n + 1, \pm \rangle) + |\psi_n \rangle , \]
where \( |\psi_n \rangle \) is orthogonal to the subspace \( \mathcal{E}^1 \).
Without giving the complete form of \( |\psi_n \rangle \), give an example of one of its components, and give the energy of the eigenspace of \( \hat{H}_0 \) to which \( |\psi_n \rangle \) belongs.

18.3.2. Consider the circular permutation operator \( \hat{T} \), and its adjoint \( \hat{T}^\dagger \), defined by
\[ \hat{T} |\sigma_1, \sigma_2, \ldots, \sigma_N \rangle = |\sigma_N, \sigma_1, \ldots, \sigma_{N-1} \rangle \]
\[ \hat{T}^\dagger |\sigma_1, \sigma_2, \ldots, \sigma_N \rangle = |\sigma_2, \sigma_3, \ldots, \sigma_N, \sigma_1 \rangle . \]
Write the action of \( \hat{T} \) and \( \hat{T}^\dagger \) on the states \( |n, \pm \rangle \).

18.3.3. Check that, in the subspace \( \mathcal{E}^1 \), \( \hat{H}_1 \) and \( A(\hat{T} + \hat{T}^\dagger) \) have the same matrix elements.

18.3.4. Show that the eigenvalues \( \lambda_k \) of \( \hat{T} \) are the \( N \)-th roots of unity (we recall that \( N \) is supposed to be even):
\[ \lambda_k = e^{-i q_k}, \quad q_k = -\pi + \frac{2k\pi}{N} \quad k = 0, \ldots, N - 1 . \]

18.3.5. We seek, in \( \mathcal{E}^1 \), the \( 2N \) eigenvectors \( |q_k, \pm \rangle \) of \( \hat{T} \), each corresponding to an eigenvalue \( \lambda_k \). Each \( |q_k, \pm \rangle \) is written
\[ |q_k, \pm \rangle = \sum_n c_n(k) |n, \pm \rangle . \quad (18.1) \]
(a) Write a recursion relation between the coefficients \( c_n \).
(b) Show that
\[ c_n(k) = \frac{1}{\sqrt{N}} e^{i q_k n} \quad (18.2) \]
is a solution of this recursion relation.
(c) Show that the states \( |q_k, \pm \rangle \) defined using (18.1) and (18.2) are orthonormal.
(d) Show that the vectors \( |q_k, \pm \rangle \) are also eigenvectors of \( \hat{T}^\dagger \) and \( \hat{T} + \hat{T}^\dagger \), and give the corresponding eigenvalues.
(e) Calculate the scalar product \( \langle n, \epsilon |q_k, \epsilon' \rangle \) \((\epsilon, \epsilon' = \pm)\) and write the states \( |n, \pm \rangle \) as an expansion in the basis \( |q_k, \pm \rangle \).

18.3.6. We treat the Hamiltonian \( \hat{H}_1 \) of Sect. 18.2 as a perturbation to \( \hat{H}_0 \). We limit ourselves to the first excited level of \( \hat{H}_0 \), and we want to calculate how the perturbation lifts the degeneracy of this level. We recall that, in the degenerate case, first order perturbation theory consists in diagonalizing the restriction of the perturbing Hamiltonian in the degenerate subspace of the dominant term \( \hat{H}_0 \).
(a) Explain why the results of questions 18.3.3 and 18.3.5 above allow one to solve this problem.

(b) In first order perturbation theory, give the new energy levels which arise from the first excited state of $\hat{H}_0$, and the corresponding eigenstates.

(c) Draw qualitatively the energies $E(q_k)$ in terms of the variable $q_k$ which can be treated as a continuous variable, $q_k \in [-\pi, +\pi]$, if $N$ is very large.

(d) What is the degeneracy of each new energy level?

18.4 Vibrations of the Chain: Excitons

We now study the time evolution of the spin chain.

18.4.1. Suppose that at time $t = 0$, the system is in the state

$$|\Psi(0)\rangle = \sum_{\epsilon=\pm} \sum_{k=0}^{N-1} \varphi_k^\epsilon |q_k, \epsilon\rangle \quad \text{with} \quad \sum_{\epsilon=\pm} \sum_{k=0}^{N-1} |\varphi_k^\epsilon|^2 = 1$$

Setting $\omega = 2A/\hbar$, write the state $|\Psi(t)\rangle$ at a later time $t$.

18.4.2. We assume that the initial state is $|\Psi(0)\rangle = |q_k, +\rangle$.

(a) Write the probability amplitude $\alpha_n(t)$ and the probability $P_n(t)$ of finding at time $t$ the $n$-th spin pointing upwards, i.e. $\sigma_n = +1$ and $\sigma_m = 0$ for $m \neq n$. Show that $P_n(t)$ is the same for all sites of the chain.

(b) The molecules of the chain are located at $x_n = na$, where $a$ is the lattice spacing. Show that the probability amplitude $\alpha_n(t)$ is equal to the value at $x = x_n$ of a monochromatic plane wave

$$\Psi_k(x, t) = Ce^{i(p(q)x - E(q)t)/\hbar},$$

where $C$ is a constant, $q = q_k$, and $x$ is the abscissa along the chain. Express $p(q)$ in terms of $q$.

(c) Show that $\Psi_k(x, t)$ is an eigenstate of the momentum operator $\hat{p}_x = (\hbar/i)\partial/\partial x$ along the chain.

Show that the value of $p(q)$ ensures the periodicity of $\Psi_k(x, t)$, i.e. $\Psi_k(x + L, t) = \Psi_k(x, t)$, where $L = Na$ is the length of the chain.

(d) Show that, for $|q_k| \ll 1$, $\Psi_k(x, t)$ satisfies a Schrödinger equation for a particle of negative mass $m$, placed in a constant potential; give the value of $m$.

18.4.3. In a more complete analysis, one can associate quasi-particles to the magnetic excitations of the chain. These quasi-particles, which we call "magnetic excitons", have an energy $E(q_k)$ and a momentum $p(q_k)$.

At very low temperatures, $T \approx 1.4$ K, the chain is in the ground state of $\hat{H}_0$. If low energy neutrons collide with it, they can create excitons whose energy and momentum can be determined by measuring the recoil of the neutrons. The experimental result for $E(q)$ as a function of $q \in [-\pi, 0]$ is given in Fig. 18.1.
Fig. 18.1. Experimental measurement of the excitation energy $E(q)$ as a function of $q$ between $-\pi$ and 0. The energy scale is in meV ($10^{-3}$ eV).

(a) Deduce from that data approximate values for $D$ and $A$.
(b) What do you think about the approximation $D \gg A$ and about the comparison between theory and experiment? How could one improve the agreement between theory and experiment?
(c) Is it justified to assume that the chain is in its ground state when it is at thermal equilibrium at 1.4 K? We recall the Boltzmann factor: $N(E_2)/N(E_1) = \exp[-(E_2 - E_1)/kT]$, with $k = 8.6 \times 10^{-5}$ eV K$^{-1}$.

18.4.4. Consider, at time $t = 0$, the state

$$|\Psi(0)\rangle = \sum_{k=0}^{N-1} \varphi_k |q_k, +\rangle \quad \text{with} \quad \sum_{k=0}^{N-1} |\varphi_k|^2 = 1.$$  

We assume that $N \gg 1$, that the coefficients $\varphi_k$ have significant values only in a close vicinity of some value $k = k_0$, or, equivalently, $q \approx q_0$, and that, to a good approximation, in this vicinity,

$$E(q) = E(q_0) + (q - q_0)u_0 \ , \quad u_0 = \frac{dE}{dq} \bigg|_{q=q_0}.$$ 

Show that the probability $P_n(t)$ of finding $\sigma_n = +1$ at time $t$ is the same as the probability $P_{n'}(t')$ of finding $\sigma_{n'} = +1$ at another time $t'$ whose value will be expressed in terms of $t$ and of the distance between the sites $n$ and $n'$.

Interpret the result as the propagation of a spin excitation wave along the chain. Calculate the propagation velocity of this wave and give its numerical value for $a = 0.7$ nm and $q_0 = -\pi/2$. 
18.4.5. We now assume that the initial state is $|\Psi(0)\rangle = |n = 1, +\rangle$.
(a) Write the probability $P_m(t)$ of finding $\sigma_m = +1$ at a later time $t$?
(b) Calculate the probabilities $P_1(t)$ and $P_2(t)$, in the case $N = 2$, and interpret the result.
(c) Calculate $P_1(t)$ in the case $N = 8$. Is the evolution of $P_1(t)$ periodic?
(d) For $N \gg 1$, one can convert the above sums into integrals. The probabilities are then $P_m(t) \approx |J_{m-1}(\omega t)|^2$ where the $J_n(x)$ are the Bessel functions. These functions satisfy $\sum |J_n(x)|^2 = 1$ and $J_n = (-)^n J_{-n}$.
For $x \gg 1$ we have $J_n(x) \approx \sqrt{\frac{2}{\pi x}} \cos(x - n\pi/2 - \pi/4)$ if $x > 2|n|/\pi$, and $J_n(x) \approx 0$ if $x < 2|n|/\pi$.
(e) Which sites are appreciably reached by the probability wave at a time $t$ such that $\omega t \gg 1$?
(f) Interpret the result as the propagation along the chain of a probability amplitude (or wave). Calculate the propagation velocity and compare it with the result obtained in question 18.4.4).

18.5 Solutions

Section 18.1

18.1.1. The results are: $\hat{J}^2 : 2\hbar^2, \hat{J}_z : m\hbar; m = 1, 0, -1$.

18.1.2. One has:

\[
\begin{align*}
J_+|1\rangle &= 0 & J_-|1\rangle &= \hbar\sqrt{2}|0\rangle \\
J_+|0\rangle &= \hbar\sqrt{2}|1\rangle & J_-|0\rangle &= \hbar\sqrt{2}|1\rangle \\
J_+|-1\rangle &= \hbar\sqrt{2}|0\rangle & J_-|-1\rangle &= 0.
\end{align*}
\]

18.1.3. The eigenstates are the states $|\sigma\rangle$. The state $|0\rangle$ corresponds to the eigenvalue $E = 0$, whereas $|+\rangle$ and $|-\rangle$, which are degenerate, correspond to $E = D$.

Section 18.2

18.2.1. It is straightforward to see that

\[
\hat{H}_0|\sigma_1, \sigma_2, \ldots, \sigma_N\rangle = D \sum_{n=1}^{N} (\sigma_n)^2 |\sigma_1, \ldots, \sigma_N\rangle,
\]

the corresponding eigenvalue being $E = D \sum \sigma_n^2$.

18.2.2. The ground state of $\hat{H}_0$ corresponds to all the $\sigma_n$ equal to zero, so that $E = 0$. This ground state is non-degenerate.

18.2.3. The first excited state corresponds to all the $\sigma$'s being zero except one: $\sigma_n$ equal to $\pm 1$. The energy is $D$, and the degeneracy $2N$, since there are $N$ possible choices of the non-vanishing $\sigma_n$, and two values $\pm 1$ of $\sigma_n$.

18.2.4. $J_\pm = J_x \pm iJ_y$. A direct calculation leads to the result.
Section 18.3

18.3.1. The action of the perturbing Hamiltonian on the basis states is \((\epsilon = \pm)\):

\[
\hat{H}_1 |n, \epsilon\rangle = A \left( |n - 1, \epsilon\rangle + |n + 1, \epsilon\rangle \right) \\
+ A \sum_{n' \neq n} \langle 0, 0 \cdots 0, \sigma_n = \epsilon, 0 \cdots 0, \sigma_{n'} = -1, \sigma_{n' + 1} = +1, 0 \cdots 0 \rangle \\
+ |0 \cdots 0, \sigma_n = \epsilon, 0 \cdots 0, \sigma_{n'} = +1, \sigma_{n' + 1} = -1, 0 \cdots 0 \rangle \right) .
\]

The vector \(|\psi\rangle = |\sigma_1 = 1, \sigma_2 = -1, 0 \cdots 0, \sigma_n = \epsilon, 0 \cdots 0 \rangle\) belongs to this latter set; it is an eigenvector of \(\hat{H}_0\) with energy \(3D\).

18.3.2. The definition of \(\hat{T}, \hat{T}^\dagger\) and \(|n, \pm\rangle\) implies:

\[
\hat{T}|n, \pm\rangle = |n + 1, \pm\rangle; \quad \hat{T}^\dagger|n, \pm\rangle = |n - 1, \pm\rangle .
\]

18.3.3. We therefore obtain

\[
A(\hat{T} + \hat{T}^\dagger)|n, \pm\rangle = A(|n - 1, \pm\rangle + |n + 1, \pm\rangle) .
\]

Since

\[
\hat{H}_1 |n, \pm\rangle = A(|n - 1, \pm\rangle + |n + 1, \pm\rangle) + |\psi_n\rangle \quad \text{where} \quad \langle n', \pm | \psi_n \rangle = 0 ,
\]

\(\hat{H}_1\) and \(A(\hat{T} + \hat{T}^\dagger)\) obviously have the same matrix elements in the subspace \(\mathcal{E}^1\).

18.3.4. Since \(\hat{T}^N = \hat{I}\), an eigenvalue \(\lambda_k\) satisfies \(\lambda_k^N = 1\), proving thus that each eigenvalue is a \(N\)-th root of unity. Reciprocally, we will see in the following that each \(N\)-th root of unity is an eigenvalue.

18.3.5.

(a) The corresponding eigenvectors satisfy

\[
|q_k, \pm\rangle = \sum_n c_n |n, \pm\rangle \quad \hat{T}|q_k, \pm\rangle = \lambda_k |q_k, \pm\rangle
\]

therefore one has

\[
\sum_n c_n |n + 1, \pm\rangle = \lambda_k \sum_n c_n |n, \pm\rangle .
\]

Hence the recursion relation and its solution are

\[
\lambda_k c_n = c_{n-1} \quad c_n = \frac{1}{\lambda_k^{n-1}} c_1 = e^{i q_k (n-1)} c_1 .
\]
(b) The normalization condition $\sum_n |c_n|^2 = 1$ gives $N|c_1|^2 = 1$. If we choose $c_1 = e^{i q k}/\sqrt{N}$, the eigenvectors are of unit norm and we recover the solution given in the text of the problem.

(c) The scalar product of $|q_k, \epsilon\rangle$ and $|q_{k'}, \epsilon'\rangle$ is easily calculated:

$$\langle q_{k'}, \epsilon' | q_k, \epsilon \rangle = \delta_{\epsilon, \epsilon'} \frac{1}{N} \sum_n e^{2i\pi n (k-k')/N} = \delta_{\epsilon, \epsilon'} \delta_{k, k'}.$$  

(d) The vectors $|q_k, \pm\rangle$ are eigenvectors of $\hat{T}^\dagger$ with the complex conjugate eigenvalues $\lambda_k^*$. Therefore they are also eigenvectors of $\hat{T} + \hat{T}^\dagger$ with the eigenvalue $\lambda_k + \lambda_k^* = 2 \cos q_k = -2 \cos(2k\pi/N)$.

(e) From the definition of the vectors, we have

$$\langle n, \epsilon | q_k, \epsilon' \rangle = \frac{1}{\sqrt{N}} e^{i q k n} \delta_{\epsilon, \epsilon'}$$

and (directly or by using the closure relation)

$$|n, \pm\rangle = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{-i q k n} |q_k, \pm\rangle.$$

18.3.6. The restriction of $\hat{H}_1$ to the subspace $\mathcal{E}^1$ is identical to $\Lambda(\hat{T} + \hat{T}^\dagger)$ (question 18.3.3). In $\mathcal{E}^1$, the operator $\Lambda(\hat{T} + \hat{T}^\dagger)$ is diagonal in the basis $|q_k, \pm\rangle$. Therefore the restriction of $\hat{H}_1$ is also diagonal in that basis. The energy levels are

$$E(q_k) = D + 2A \cos(q_k),$$  \hspace{1cm} (18.3)

corresponding to the states $|q_k, \pm\rangle$. As far as degeneracies are concerned, there is a twofold degeneracy for all levels (the spin value may be +1 or −1). In addition, for all levels except $q = -\pi$ and $q = 0$, there is a degeneracy $q_k \leftrightarrow -q_k$ (symmetry of the cosine). Therefore, in general, the degeneracy is 4.

Section 18.4

18.4.1. At time $t$ the state of the chain is (cf. (18.3)):

$$|\Psi(t)\rangle = e^{-i D t/\hbar} \sum_\epsilon \sum_k \varphi_k^\epsilon e^{-i \omega t \cos q_k} |q_k, \epsilon\rangle.$$  

18.4.2. We now consider an initial state $|q_k, \pm\rangle$, evolving as $e^{-iE(q)t/\hbar}|q_k, \pm\rangle$.

(a) We therefore obtain an amplitude

$$\alpha_n(t) = \frac{1}{\sqrt{N}} e^{i(q_k n - E(q_k) t/\hbar)}$$

and a probability $P_n(t) = |\alpha_n|^2 = \frac{1}{N}$, which is the same on each site.
(b) In the expression
\[ \alpha_n(t) = \frac{1}{\sqrt{N}} e^{i(q_k x_n/a - E(q_k)t/\hbar)} \]
we see that \( \alpha_n(t) \) is the value at \( x = x_n \) of the function \( \Psi_k(x,t) = \frac{1}{\sqrt{N}} \exp[i(px - Et)/\hbar] \) with \( E(q) = D + \hbar \omega \cos q \) and \( p(q) = \hbar q/a \).

(c) The function \( \Psi_k(x) \) is an eigenstate of \( \hat{p}_x \) with the eigenvalue \( \hbar q_k/a \). Since \( N \) is even, we obtain:
\[ e^{i q_k L/a} = e^{iNq_k} = e^{2\pi i k} = 1, \]
which proves the periodicity of \( \Psi_k \).

(d) For \( |q_k| \ll 1 \), \( \cos q_k = 1 - q_k^2/2 \). Therefore \( E = E_0 + p^2/2m \) with
\[ E_0 = D + 2A \quad \text{and} \quad m = -\frac{\hbar^2}{2\Lambda a^2} = -\frac{\hbar}{\omega a^2}. \]
\( \Psi_k \) then satisfies the wave equation
\[ i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2} + E_0 \psi, \]
which is a Schrödinger equation for a particle of negative mass (in solid state physics, this corresponds to the propagation of holes and in field theory, to the propagation of anti-particles).

18.4.3.

(a) With the data of the figure which resemble gross modo the \( E(q) \) drawn in Fig. 18.2, one finds \( D + 2A \sim 3.2 \times 10^{-3} \) eV, and \( D - 2A \sim 0.4 \times 10^{-3} \) eV. Therefore:
\[ D \sim 1.8 \times 10^{-3} \text{ eV} \quad A \sim 0.7 \times 10^{-3} \text{ eV}. \]

\[ \text{Fig. 18.2. Energy levels.} \]

(b) The approximation \( D \gg A \) is poor. The theory is only meaningful to order \( (A/D)^2 \sim 10\% \). Second order perturbation theory is certainly necessary to account quantitatively for the experimental curve which has a steeper shape than a sinusoid in the vicinity of \( q = -\pi \).

(c) For \( T = 1.4 \text{ K} \), \( kT \sim 1.2 \times 10^{-4} \text{ eV} \), \( \exp(-(D - 2A)/kT) \sim 0.04 \). To a few \% , the system is in its ground state.
18.4.4. Approximating $E(q) = E(q_0) + (q - q_0)u_0$ in the vicinity of $q_0$, we obtain

$$\alpha_n(t) = \frac{1}{\sqrt{N}} e^{i(q_0 n - \omega_0 t)} \sum_k \varphi_k e^{i(q_k - q_0)(n - u_0 t / \hbar)}.$$ 

Since the global phase factor does not contribute to the probability, one has $P_n(t) = P_{n'}(t')$ with

$$t' = t + (n' - n) \frac{\hbar}{u_0}.$$ 

This corresponds to the propagation of a wave along the chain, with a group velocity

$$v_g = \frac{u_0 a}{\hbar} = \frac{a}{\hbar} \frac{dE}{dq} \bigg|_{q=q_0} = -\frac{2a A}{\hbar} \sin q_0.$$ 

For $q_0 = -\pi/2$ and $a = 0.7$ nm, we find $v_g \sim 1500$ ms$^{-1}$. One can also evaluate $u_0 \sim 1.2$ meV directly on the experimental curve, which leads to $v_g \sim 1300$ ms$^{-1}$.

18.4.5. If $|\Psi(0)\rangle = |n = 1, +\rangle$, then $\varphi_k^+ = e^{-i q_k / \sqrt{N}}$ and $\varphi_k^- = 0$.

(a) The probability is $P_m(t) = |\langle m, + |\Psi(t)\rangle|^2$, where

$$\langle m, + |\Psi(t)\rangle = \frac{e^{-i D t / \hbar}}{N} \sum_k e^{i q_k (m-1)} e^{-i \omega t \cos q_k}.$$ 

(b) $N=2$:

There are two possible values for $q_k$: $q_0 = -\pi$ and $q_1 = 0$. This leads to $P_1(t) = \cos^2 \omega t$, $P_2(t) = \sin^2 \omega t$. These are the usual oscillations of a two-state system, such as the inversion of the ammonia molecule.

(c) $N=8$:

| $q_k$ | $-\pi$ | $-\frac{3\pi}{4}$ | $-\frac{\pi}{2}$ | $-\frac{\pi}{4}$ | $0$ | $\frac{\pi}{4}$ | $\frac{\pi}{2}$ | $\frac{3\pi}{4}$ |
| cos($q_k$) | $-1$ | $-\frac{1}{\sqrt{2}}$ | $0$ | $\frac{1}{\sqrt{2}}$ | $1$ | $\frac{1}{\sqrt{2}}$ | $0$ | $-\frac{1}{\sqrt{2}}$ |

The probability $P_1$ of finding the excitation on the initial site is

$$P_1(t) = \frac{1}{4} \left( \cos^2(\omega t / 2) + \cos(\omega t / \sqrt{2}) \right)^2.$$ 

The system is no longer periodic in time. There cannot exist $t \neq 0$ for which $P_1(t) = 1$, otherwise there would exist $n$ and $n'$ such that $\sqrt{2} = n' / n$.

(d) Since $J_n(\omega t) \sim 0$ for $\omega t \ll 2|n| / \pi$, only sites for which $|m - 1| < \pi \omega t / 2$ are reached at time $t$. For large $\omega t$, the amplitude is the same for all sites of the same parity:
\[ P_m(t) = \frac{2}{\pi \omega t} \cos^2 \left( \omega t - (m - 1) \frac{\pi}{2} - \frac{\pi}{4} \right). \]

We notice in particular that \( P_m(t) + P_{m+1}(t) = 2/(\pi \omega t) \) is independent of \( m \) and varies slowly with \( t \).

(e) The probability wave becomes delocalized very quickly on the chain (\( \omega t > \) a few \( \pi \)). The edges of the region where the probability is non zero propagate in opposite directions with the velocity \( v = \pi \omega a/2 \). This is comparable with what we have found in 18.4.4 for a wave packet near \( q = \pi/2 \).

Reference

The experimental data displayed in this chapter were obtained by B. Dorner et al., Z. Phys. B 72, 487 (1988).
A very efficient technique for probing the structure of crystals consists in forming, inside the material, pseudo hydrogenic atoms made of an electron and a positive muon, and called muonium. This chapter is devoted to the study of the dynamics of muonium, both in vacuum and in a silicon crystal.

The positive muon is a spin-1/2 particle which has the same charge as the proton. The muon mass is considerably larger than the electron mass: \( m_\mu/m_e = 206.77 \). The muon is unstable and decays with a lifetime \( \tau = 2.2 \mu s \).

Its use in probing the structure of crystals is based on the rotation of its spin, once a muonium atom is formed:

- It is possible to form muonium atoms in a quantum state such that, at \( t = 0 \), the spin state of the \( \mu^+ \) is known.
- Using a technique of particle physics, one can measure its spin state at a later time \( t \).
- The rotation of the muon spin can be related to the hyperfine structure of the 1s level of muonium.

Therefore, the muonium constitutes a local probe, sensitive to electric and magnetic fields in its vicinity. One can obtain in this way information on the structure of the medium by methods analogous to magnetic resonance experiments.

In the first part of the chapter, we sketch the principle of the method by studying muonium in vacuum. When the method was first applied to a silicon crystal, in 1973, the results seemed anomalous. We shall see in the second section how these results were understood, in 1978, as being due to the anisotropy of crystalline media.

Throughout this chapter, the muon will be considered as stable. For simplicity, we set

\[
\hat{\mu}_{\mu^+} \equiv \hat{\mu}_1 = \mu_1 \hat{\sigma}_1 \quad \hat{\mu}_e \equiv \hat{\mu}_2 = \mu_2 \hat{\sigma}_2 ,
\]

where the \( \hat{\sigma}_i \) \( (i = x, y, z) \) are the Pauli matrices.

Numerical values of interest are:

\[
m_\mu c^2 = 105.66 \text{ MeV} \quad \mu_1/h = 67.5 \text{ MHz T}^{-1} \\
m_e c^2 = 0.511 \text{ MeV} \quad \mu_2/h = -1.40 \times 10^4 \text{ MHz T}^{-1} .
\]
19.1 Muonium in Vacuum

Muonium is formed by slowing down a beam of $\mu^+$, prepared in a given spin state, in a thin metal foil. A sufficiently slow $\mu^+$ can capture an electron and form a hydrogen-like atom in an excited state. This atom falls into its ground state very quickly (in $\sim 10^{-9}$ s), the muon's spin state remaining the same during this process. Once it is formed, the muonium, which is electrically neutral, can diffuse outside the metal.

We assume that, at $t = 0$, the state of the muonium atom is the following:

- The muon spin is in the eigenstate $|+z\rangle \equiv |+\rangle$ of $\hat{\sigma}_{1z}$.
- The electron spin is in an arbitrary state $\alpha|+\rangle + \beta|-\rangle$, with $|\alpha|^2 + |\beta|^2 = 1$.
- The wave function $\Psi(r)$ of the system is the 1s wave function of the hydrogen-like system, $\psi_{100}(r)$.

Just as for the hyperfine structure of hydrogen, we work in the 4-dimensional Hilbert space corresponding to the spin variables of the electron and the muon. In this Hilbert space, the spin–spin interaction Hamiltonian is

$$\hat{H} = E_0 - \frac{2}{3} \frac{\mu_0}{4\pi} |\psi_{100}(0)|^2 \hat{\mu}_1 \cdot \hat{\mu}_2 = E_0 + \frac{A}{4} \hat{\sigma}_1 \cdot \hat{\sigma}_2,$$

where the indices 1 and 2 refer respectively to the muon and to the electron, and where $E_0 = -m_e c^2 \alpha^2 / 2$, with $m_e$ being the reduced mass of the $(e, \mu)$ system.

19.1.1. Write the matrix representation of the Hamiltonian $\hat{H}$ in the basis $\{|\sigma_1, \sigma_2\}, \sigma_i = \pm\}$.

19.1.2. Knowing the value of $A$ in the hydrogen atom: $A/h = 1420$ MHz, calculate $A$ in muonium. We recall that $\mu_1 = q\hbar / (2m_\mu)$ for the muon, $\mu_2 = -q\hbar / (2m_e)$ for the electron, $\mu_p = 2.79 q\hbar / (2m_p)$ for the proton, where $q$ is the unit charge and $m_p = 1836.1 \ m_e$.

19.1.3. Write the general form of an eigenstate of $\hat{\sigma}_{1z}$ with eigenvalue +1: (i) in the basis $\{|\sigma_1, \sigma_2\}\};$ (ii) in the eigenbasis of $\hat{H}$.

19.1.4. We assume that, at $t = 0$, the system is in a state $|\psi(0)\rangle$ of the type defined above. Calculate $|\psi(t)\rangle$ at a later time.

19.1.5.

(a) Show that the operators $\hat{\pi}_\pm = (1 \pm \hat{\sigma}_{1z}) / 2$ are the projectors on the eigenstates of $\hat{\sigma}_{1z}$ corresponding to the eigenvalues $\pm 1$.

(b) Calculate for the state $|\psi(t)\rangle$ the probability $p(t)$ that the muon spin is in the state $|+\rangle$ at time $t$. Write the result in the form

$$p(t) = q \ p_+(t) + (1 - q) \ p_-(t),$$

where $p_+$ (or $p_-$) is the probability that one obtains if the electron is initially in the eigenstate of $\sigma_{2z}$ with eigenvalue +1 (or −1), and where $q$ is a probability, as yet undefined.
19.1.6. In practice, the electronic spins are unpolarized. A rigorous treatment of the problem then requires a statistical description in terms of a density operator. To account for this nonpolarization in a simpler way, we shall set heuristically that the observed probability $\bar{p}(t)$ corresponds to $q = 1/2$ in the above formula.

Using this prescription, give the complete expression for $\bar{p}(t)$.

19.2 Muonium in Silicon

We now form muonium in a silicon crystal sufficiently thick that the muonium does not escape. The muonium stops in an interstitial position inside the crystal lattice, the nearest atoms forming a plane hexagonal mesh around it. The global effect of the interactions between the atoms of the crystal and the muonium atom is to break the spherical symmetry of the spin–spin interaction, but to preserve the rotational symmetry around the $z$ axis perpendicular to the plane of the mesh.

We therefore consider the Hamiltonian

$$\hat{H} = E_0 + \frac{A'}{4} \hat{\sigma}_1 \cdot \hat{\sigma}_2 + D \hat{\sigma}_{1z} \hat{\sigma}_{2z},$$

where the constant $A'$ may differ from $A$ since the presence of neighboring atoms modifies the Coulomb potential and, therefore, the wave function at the origin. The constants $A'$ and $D$ will be determined experimentally; their sign is known: $A' > 0, D < 0$.

19.2.1. Calculate the spin energy levels and the corresponding eigenstates of the muonium trapped in the silicon crystal.

19.2.2. We now reconsider the spin rotation experiment with the following modifications:

- Initially the $\mu_+$ spin is now in the eigenstate $|+x\rangle$ of $\sigma_x$.
- We want to know the probability of finding the $\mu_+$ spin in this same eigenstate $|+x\rangle$ at time $t$.

One can proceed as in question 19.1.5:

(a) Calculate in the $\{|\sigma_1, \sigma_2\rangle\}$ basis the states $|\psi_+(t)\rangle$ and $|\psi_-(t)\rangle$ which are initially eigenstates of $\hat{\sigma}_{2z}$ ($\hat{\sigma}_{2z}$ is the projection of the electron spin along the $z$ axis).

(b) Evaluate $\langle \psi_\epsilon(t)|\hat{\sigma}_{1x}|\psi_\epsilon(t)\rangle$, where $\epsilon = \pm$.

(c) Consider the projector $\hat{\tau}_x = (1 + \hat{\sigma}_{1x})/2$, and deduce from the previous question the probabilities $p_\pm(t)$.

(d) Calculate the measured probability $\bar{p}(t) = (p_+(t) + p_-(t))/2$. 
19.2.3. **Comparison with experiment:** Present day technology in data processing allows one to determine not \( p(t) \) itself, but a quantity which is easier to deal with, the characteristic function \( g(\omega) = \text{Re}(f(\omega)) \) where

\[
f(\omega) = \frac{1}{\tau} \int_0^\infty \bar{p}(t) e^{-t/\tau} e^{i\omega t} \, dt
\]

is the Fourier transform of \( \bar{p}(t)e^{-t/\tau}/\tau \). In this expression, the factor \( e^{-t/\tau}/\tau \) is due to the finite lifetime of the \( \mu^+ \) (\( \tau \sim 2.2 \, \mu s \)). We recall that

\[
\frac{1}{\tau} \int_0^\infty e^{-t/\tau} e^{i\omega t} \, dt = \frac{1}{1 - i\omega\tau}.
\]

(a) Figure 19.1a shows the distribution \( g(\omega) \) as measured in the conditions of question 19.2.2. Check that this data is compatible with the results found in question 19.2.2, and deduce from the data the values of \( A'/h \) and \( D/h \) (we recall that \( D < 0 \)).

(b) Figure 19.1b is obtained by a slight modification of the previous experiment. Can you tell what modification has been made? How can one evaluate the position of the third peak, in terms of the constants of the problem?

---

**Fig. 19.1.** Experimental variations of the quantity \( g(\omega) \), defined in the text, with the frequency \( \nu = \omega/(2\pi) \). (a) In the conditions described in question 19.2.2, and (b) in another experimental configuration.
19.3 Solutions

Section 19.1

19.1.1. The Hamiltonian is

\[ \hat{H} = E_0 + \frac{A}{4} \left( \hat{\sigma}_x \hat{\sigma}_2 + \hat{\sigma}_y \hat{\sigma}_2 + \hat{\sigma}_z \hat{\sigma}_2 \right) . \]

The matrix representation is therefore

\[ \hat{H} = \begin{pmatrix}
E_0 + A/4 & 0 & 0 & 0 \\
0 & E_0 - A/4 & A/2 & 0 \\
0 & A/2 & E_0 - A/4 & 0 \\
0 & 0 & 0 & E_0 + A/4 \\
\end{pmatrix}, \]

where the elements are ordered as: | + + \rangle, | + - \rangle, | - + \rangle, | - - \rangle.

19.1.2. The constant \( A \) is related to its value in the hydrogen atom by

\[ \frac{A}{A_H} = \frac{|\psi(0)|^2}{|\psi(0)|^2_H} \frac{\mu_1}{\mu_p} = \frac{|\psi(0)|^2}{|\psi(0)|^2_H} \frac{m_p}{m_\mu} \frac{1}{2.79}. \]

In first approximation, muonium and hydrogen have similar sizes and wave functions, since the muon is much heavier than the electron. Therefore we obtain \( A \approx A_H (m_p / 2.79 m_\mu) \) and \( A/h \approx 4519 \text{ MHz} \).

The reduced mass correction to the value of the wave function at the origin is straightforward to calculate. It is of the order of 1\% and it leads to

\[ \frac{A}{h} = 4519 \left( 1 - 0.0126 \right) = 4462 \text{ MHz}. \]

This value is very close to the observed 4463 MHz, the difference being due to relativistic effects.

19.1.3. The state under consideration can be written as

\[ |\psi\rangle = |+\rangle \otimes (\alpha|+\rangle + \beta|-\rangle) \text{ with } |\alpha|^2 + |\beta|^2 = 1. \]

Equivalently, one can write it as \( |\psi\rangle = \alpha|++\rangle + \beta|--\rangle \).

The eigenbasis of \( \hat{H} \) consists in the common eigenstates of the total spin operators \( \hat{S}^2 \) and \( \hat{S}_z \):

- **triplet states** \( \left\{ \begin{array}{l}
|++\rangle \\
(|+-\rangle + |-+\rangle)/\sqrt{2} \\
|--\rangle
\end{array} \right. \)

- **singlet state** \((|+-\rangle -|--\rangle)/\sqrt{2}\).

Therefore, one also has the representation
\[ |\psi\rangle = \alpha |1, 1\rangle + \frac{\beta}{\sqrt{2}} (|1, 0\rangle + |0, 0\rangle), \]

where the only constraint on \( \alpha \) and \( \beta \) is \( |\alpha|^2 + |\beta|^2 = 1 \).

19.1.4. We start from \( |\psi(0)\rangle = |\psi\rangle \) as defined above. The energy levels and the corresponding eigenstates are known:

triplet states \( E_T = E_0 + A/4 \) singlet state \( E_S = E_0 - 3A/4 \).

At time \( t \) the state is:

\[ |\psi(t)\rangle = e^{-iE_0t/\hbar} \left[ e^{-iAt/4\hbar} \left( \alpha |1, 1\rangle + \frac{\beta}{\sqrt{2}} |1, 0\rangle \right) + \frac{\beta}{\sqrt{2}} e^{i3At/4\hbar} |0, 0\rangle \right]. \]

19.1.5.

(a) It is straightforward to check that \( \hat{\pi}_\pm \) are projectors:

\[ \hat{\pi}_+ |+\rangle = |+\rangle \quad \hat{\pi}_+ |-\rangle = 0 \]
\[ \hat{\pi}_- |-\rangle = |-\rangle \quad \hat{\pi}_- |+\rangle = 0. \]

(b) The probability of finding the muon spin in the state \( |+\rangle \) at time \( t \) is by definition

\[ p(t) = \| \hat{\pi}_+ |\psi(t)\rangle \|^2 = \langle \psi(t) | \hat{\pi}_+ |\psi(t)\rangle. \]

Using

\[ \hat{\pi}_+ |1, 1\rangle = |1, 1\rangle \]
\[ \hat{\pi}_+ |1, 0\rangle = \hat{\pi}_+ |0, 0\rangle = \frac{1}{\sqrt{2}} |+\rangle \]
\[ \hat{\pi}_+ |1, -1\rangle = 0, \]

we obtain

\[ \hat{\pi}_+ |\psi(t)\rangle = e^{-i(E_0+A/4)t/\hbar} \left[ \alpha |++\rangle + \frac{\beta}{2} \left( 1 + e^{iAt/\hbar} \right) |+-\rangle \right]. \]

Squaring the norm of \( \hat{\pi}_+ |\psi(t)\rangle \), we get

\[ p(t) = |\alpha|^2 + |\beta|^2 \cos^2 (At/(2\hbar)). \]

There is a periodic modulation of the probability of observing the muon spin aligned with the positive z axis, which can be interpreted as a rotation of the muon spin with frequency \( \nu = A/\hbar \).

- The probability \( p_+(t) \) corresponds to the initial state \( |\psi(0)\rangle = |++\rangle \). This is a stationary state so that \( p(t) \equiv p_+(t) = 1 \) in this case.
- The probability \( p_-(t) \) corresponds to the initial state \( |\psi(0)\rangle = |+-\rangle = (|1, 0\rangle + |0, 0\rangle)/\sqrt{2} \). There is in this case an oscillation with a 100% modulation between \( |+\rangle \) and \( |-\rangle \), so that \( p(t) \equiv p_-(t) = \cos^2 (At/(2\hbar)). \)
Therefore the result can be cast in the form suggested in the text:

\[ p(t) = q \, p_+(t) + (1 - q) \, p_-(t) , \]

with \( q = |\alpha|^2 \).

**19.1.6.** When the electronic spins are unpolarized, we obtain following the assumption of the text:

\[ \tilde{p}(t) = \frac{3}{4} + \frac{1}{4} \cos(At/\hbar) . \]

**Note:** The rigorous way to treat partially polarized systems is based on the density operator formalism. In the present case the density operator for the unpolarized electron is:

\[ \rho_2 = \frac{1}{2} \left( |+\rangle\langle+| + |\rangle\langle-| \right) , \]

so that the initial density operator for the muonium is:

\[ \rho(0) = \frac{1}{2} |++\rangle\langle++| + \frac{1}{2} |+-\rangle\langle+-| \]

\[ = \frac{1}{2} |1,1\rangle\langle1,1| \]

\[ + \frac{1}{4} \left( |1,0\rangle\langle1,0| + |1,0\rangle\langle0,0| + |0,0\rangle\langle1,0| + |0,0\rangle\langle0,0| \right) . \]

The density operator at time \( t \) is then given by:

\[ \rho(t) = \frac{1}{2} |1,1\rangle\langle1,1| \]

\[ + \frac{1}{4} \left( |1,0\rangle\langle1,0| + e^{-iAt/\hbar} |1,0\rangle\langle0,0| \right. \]

\[ + e^{iAt/\hbar} |0,0\rangle\langle1,0| + |0,0\rangle\langle0,0| \right) . \]

hence the probability:

\[ \tilde{p}(t) = \langle++,|\rho(t)|++,\rangle + \langle+-|\rho(t)|+-\rangle \]

\[ = \frac{1}{2} + \frac{1}{4} \left( \frac{1}{2} + e^{-iAt/\hbar} \frac{1}{2} e^{iAt/\hbar} + \frac{1}{2} \right) \]

\[ = \frac{3}{4} + \frac{1}{4} \cos(At/\hbar) . \]

**Section 19.2**

**19.2.1.** In the factorized basis \( \{|\sigma_1, \sigma_2\}\), the Hamiltonian is written as
\[ \hat{H} = E_0 + \begin{pmatrix} A'/4 + D & 0 & 0 & 0 \\ 0 & -A'/4 - D & A'/2 & 0 \\ 0 & A'/2 & -A'/4 - D & 0 \\ 0 & 0 & 0 & A'/4 + D \end{pmatrix}. \]

This Hamiltonian is diagonal in the eigenbasis \{ |S, m\rangle \} of the total spin. A simple calculation shows that the eigenvalues and eigenvectors are

\[ \begin{align*}
E_1 &= E_4 = E_0 + A'/4 + D & |1, 1\rangle \text{ and } |1, -1\rangle \\
E_2 &= E_0 + A'/4 - D & |1, 0\rangle \\
E_3 &= E_0 - 3A'/4 - D & |0, 0\rangle 
\end{align*} \]

19.2.2.

(a) The initial states \(|\psi_+(0)\rangle\) and \(|\psi_-(0)\rangle\) are easily obtained in the factorized basis as

\[ \begin{align*}
|\psi_+(0)\rangle &= |+\rangle \otimes |+\rangle = (|++\rangle + |--\rangle)/\sqrt{2} \\
|\psi_-(0)\rangle &= |+\rangle \otimes |--\rangle = (|++\rangle + |--\rangle)/\sqrt{2} 
\end{align*} \]

They can be written in the total spin basis \{ |S, m\rangle \} as

\[ \begin{align*}
|\psi_+(0)\rangle &= \frac{1}{\sqrt{2}} |1, 1\rangle + \frac{1}{2} (|1, 0\rangle - |0, 0\rangle) \\
|\psi_-(0)\rangle &= \frac{1}{\sqrt{2}} |1, -1\rangle + \frac{1}{2} (|1, 0\rangle + |0, 0\rangle) 
\end{align*} \]

Writing \(\omega_t = -E_t/\hbar\), we find at time \(t\):

\[ \begin{align*}
|\psi_+(0)\rangle &= \frac{e^{i\omega_1 t \sqrt{2}}}{\sqrt{2}} |1, 1\rangle + \frac{e^{i\omega_2 t}}{2} |1, 0\rangle - \frac{e^{i\omega_3 t}}{2} |0, 0\rangle \\
|\psi_-(0)\rangle &= \frac{e^{i\omega_1 t \sqrt{2}}}{\sqrt{2}} |1, -1\rangle + \frac{e^{i\omega_2 t}}{2} |1, 0\rangle + \frac{e^{i\omega_3 t}}{2} |0, 0\rangle 
\end{align*} \]

which can now be converted in the factorized basis:

\[ \begin{align*}
|\psi_+(t)\rangle &= \frac{e^{i\omega_1 t \sqrt{2}}}{\sqrt{2}} |++\rangle + \frac{e^{i\omega_2 t} - e^{i\omega_3 t}}{2\sqrt{2}} |+-\rangle + \frac{e^{i\omega_2 t} + e^{i\omega_3 t}}{2\sqrt{2}} |+-\rangle \\
|\psi_-(t)\rangle &= \frac{e^{i\omega_1 t \sqrt{2}}}{\sqrt{2}} |--\rangle + \frac{e^{i\omega_2 t} + e^{i\omega_3 t}}{2\sqrt{2}} |--\rangle + \frac{e^{i\omega_2 t} - e^{i\omega_3 t}}{2\sqrt{2}} |--\rangle 
\end{align*} \]

(b) Since \(\hat{\sigma}_{1x}\sigma_1, \sigma_2\rangle = -\sigma_1, \sigma_2\rangle\), the matrix elements \(\langle \psi_{\pm}(t)|\hat{\sigma}_{1x}|\psi_{\pm}(t)\rangle\) are equal to:

\[ \begin{align*}
\langle \psi_+(t)|\hat{\sigma}_{1x}|\psi_+(t)\rangle &= \frac{1}{2} \text{Re} \left( e^{-i\omega_1 t \left( e^{i\omega_2 t} + e^{i\omega_3 t} \right)} \right) \\
&= \frac{1}{2} \left( \cos \frac{2Dt}{h} + \cos \frac{(A' + 2D)t}{h} \right) \\
\langle \psi_-(t)|\hat{\sigma}_{1x}|\psi_-(t)\rangle &= \frac{1}{2} \text{Re} \left[ e^{-i\omega_4 t \left( e^{i\omega_2 t} + e^{i\omega_3 t} \right)} \right]. 
\end{align*} \]

Since \(\omega_1 = \omega_4\), the two quantities are equal.
(c) The desired probabilities are
\[ p_\pm(t) = \| \hat{\pi}_\pm | \psi_\pm(t) \rangle \|^2 = \langle \psi_\pm(t) | \hat{\pi}_\pm | \psi_\pm(t) \rangle \]
or, equivalently,
\[ p_\pm(t) = \langle \psi_\pm(t) | \frac{1}{2} \left( 1 + \hat{\sigma}_{1x} \right) | \psi_\pm(t) \rangle = \frac{1}{2} + \frac{1}{2} \langle \psi_\pm(t) | \hat{\sigma}_{1x} | \psi_\pm(t) \rangle . \]

Using the result obtained above, we get:
\[ p_\pm(t) = \frac{1}{2} + \frac{1}{4} \left( \cos \frac{2Dt}{\hbar} + \cos \left( \frac{A' + 2D}{\hbar} t \right) \right) . \]

(d) Since \( p_+(t) = p_-(t) \), the result for \( \tilde{p}(t) \) is simply:
\[ \tilde{p}(t) = \frac{1}{2} + \frac{1}{4} \left( \cos \frac{2Dt}{\hbar} + \cos \left( \frac{A' + 2D}{\hbar} t \right) \right) . \]

19.2.3. Comparison with experiment: In practice, the time \( t \) corresponds to the decay of the \( \mu^+ \), with the emission of a positron \( e^+ \) and two neutrinos. The positron is sufficiently energetic and leaves the crystal. It is emitted preferentially in the muon spin direction. One therefore measures the direction where the positron is emitted as a function of time. For \( N_0 \) incoming muons, the number of positrons emitted in the \( x \) direction is \( dN(t) = N_0 \tilde{p}(t) e^{-t/\tau} dt/\tau \), where \( \tau \) is the muon lifetime.

A convenient way to analyse the signal, and to extract the desired frequencies, consists in taking the Fourier transform of the above signal. Defining
\[ f_0(\omega) = \frac{1}{\tau} \int_0^\infty e^{(i\omega - 1/\tau)t} dt = \frac{1}{1 - i\omega\tau} , \]
one obtains
\[ f(\omega) = \frac{1}{2} f_0(\omega) + \frac{1}{8} \left[ f_0 \left( \omega - \frac{2D}{\hbar} \right) + f_0 \left( \omega + \frac{2D}{\hbar} \right) \right] \]
\[ + \frac{1}{8} \left[ f_0 \left( \omega - \frac{A' + 2D}{\hbar} \right) + f_0 \left( \omega + \frac{A' + 2D}{\hbar} \right) \right] . \]
The function \( \text{Re}(f_0(\omega)) \) has a peak at \( \omega = 0 \) whose half width is \( 1/\tau \), which corresponds to 100 kHz.

(a) The curve of Fig. 19.1 is consistent with this observation. Besides the peak at \( \omega = 0 \), we find two peaks at \( \omega_1 = -2D/\hbar \) and \( \omega_2 = (A' + 2D)/\hbar \). Assuming that \( D \) is negative, which can be confirmed by a more thorough analysis, one obtains
\[ 2D/\hbar = -37.25 \text{ MHz} \quad \text{and} \quad A'/\hbar = 92.1 \text{ MHz} . \]
(b) In general, one expects to see peaks at all frequencies $\omega_i - \omega_j$, and in particular at $\omega_2 - \omega_3 = -\Lambda'/\hbar$. In order to observe the corresponding peak, one must measure the $\mu^\pm$ spin projection along a direction which is not orthogonal to the $z$ axis. This leads to a term in $\cos(\omega_2 - \omega_3)t$ in $\tilde{p}(t)$, which appears in Fig. 19.1.
20. Spectroscopic Measurement 
on a Neutron Beam

We present here a very precise method for spectroscopic measurements, due
to Norman Ramsey. The method, using atomic or molecular beams, can be
applied to a very large class of problems. We shall analyse it in the specific
case of a neutron beam, where it can be used to determine the neutron
magnetic moment with high accuracy, by measuring the Larmor precession
frequency in a magnetic field $B_0$.

A beam of neutrons is prepared with velocity $v$ along the $x$ axis. The
beam is placed in a constant uniform magnetic field $B_0$ directed along the $z$
axis. We write $|+\rangle$ and $|-\rangle$ for the eigenstates of the $z$ projection $\hat{S}_z$ of the
neutron spin, and $\gamma$ for the gyromagnetic ratio of the neutron: $\hat{\mu} = \gamma \hat{S}$, $\hat{\mu}$
being the neutron magnetic moment operator, and $\hat{S}$ its spin.

The neutrons are initially in the state $|-\rangle$. When they approach the origin,
they cross a zone where an oscillating field $B_1(t)$ is applied in the $(x, y)$ plane.
The components of $B_1$ are

\begin{align}
B_{1x} &= B_1 \ e^{-r/a} \cos \omega (t - z/c) \\
B_{1y} &= B_1 \ e^{-r/a} \sin \omega (t - z/c) \\
B_{1z} &= 0 ,
\end{align}

(20.1)

where $r = \sqrt{x^2 + y^2}$. We assume that $B_1$ is constant (strictly speaking it
should vary in order to satisfy $\nabla \cdot B = 0$) and that $B_1 \ll B_0$.

In all parts of the chapter, the neutron motion in space is treated clas-
sically as a linear uniform motion. We are only interested in the quantum
evolution of the spin state.

20.1 Ramsey Fringes

20.1.1. Consider a neutron whose motion in space is $x = vt$, $y = 0$, $z = 0$. What is the Hamiltonian $\hat{H}(t)$ describing the coupling of the neutron
magnetic moment with the fields $B_0$ and $B_1$?
Setting $\omega_0 = -\gamma B_0$ and $\omega_1 = -\gamma B_1$, write the matrix representation of $\hat{H}(t)$
in the basis $\{|+\rangle, \langle-\rangle\}$.
20.1.2. Treating $B_1$ as a perturbation, calculate, in first order time-dependent perturbation theory, the probability of finding the neutron in the state $|+\rangle$ at time $t = +\infty$ (far from the interaction zone) if it was in the state $|\rangle$ at $t = -\infty$.

One measures the flux of neutrons which have flipped their spin, and are in the state $|+\rangle$ when they leave the field zone. This flux is proportional to the probability $P_{-+}$ that they have undergone the above transition.

Show that this probability has a resonant behavior as a function of the applied angular frequency $\omega$. Plot $P_{-+}$ as a function of the distance from the resonance $\omega - \omega_0$. How does the width of the resonance curve vary with $v$ and $a$?

The existence of this width puts a limit on the accuracy of the measurement of $\omega_0$, and therefore of $\gamma$. Is there an explanation of this on general grounds?

20.1.3. On the path of the beam, one adds a second zone with an oscillating field $B'_1$. This second zone is identical to the first but is translated along the $x$ axis by a distance $b$ ($b \gg a$):

\[
\begin{align*}
B'_{1x} &= B_1 \ e^{-r'/a} \cos \omega(t - z/c) \\
B'_{1y} &= B_1 \ e^{-r'/a} \sin \omega(t - z/c) \\
B'_{1z} &= 0,
\end{align*}
\]

where $r' = ((x - b)^2 + y^2)^{1/2}$.

Show that the transition probability $P_{-+}$ across the two zones can be expressed in a simple way in terms of the transition probability calculated in the previous question.

Why is it preferable to use a setup with two zones separated by a distance $b$ rather than a single zone, as in question 20.1.2, if one desires a good accuracy in the measurement of the angular frequency $\omega_0$? What is the order of magnitude of the improvement in the accuracy?

20.1.4. What would be the probability $P_{-+}$ if one were to use $N$ zones equally spaced by the same distance $b$ from one another? What optical system is this reminiscent of?

20.1.5. Suppose now that the neutrons, still in the initial spin state $|-\rangle$, propagate along the $z$ axis instead of the $x$ axis. Suppose that the length of the interaction zone is $b$, i.e. that the oscillating field is given by equation (20.1) for $-b/2 \leq z \leq +b/2$ and is zero for $|z| > b/2$. Calculate the transition probability $P'_{-+}$ in this new configuration.

For what value of $\omega$ is this probability maximum? Explain the difference with the result obtained in question 20.1.2.

20.1.6. In practice, the neutron beam has some velocity dispersion around the value $v$. Which of the two methods described in questions 20.1.3 and 20.1.5) is preferable?
20.1.7. **Numerical application:** The neutrons of the beam have a de Broglie wavelength $\lambda_n = 31 \, \text{Å}$. Calculate their velocity.

In order to measure the neutron gyromagnetic ratio $\gamma_n$, one proceeds as in question 20.1.3. One can assume that the accuracy is given by

$$
\delta \omega_0 = \frac{\pi \nu}{2 \, b}.
$$

The most accurate value of the neutron gyromagnetic ratio is currently

$$
\gamma_n = -1.91204184 \pm 8.8 \times 10^{-7} \quad q/M_p
$$

where $q$ is the unit charge and $M_p$ the proton mass. In a field $B_0 = 1 \, \text{T}$, what must be the length $b$ in order to achieve this accuracy?

### 20.2 Solutions

**20.1.1.** The magnetic Hamiltonian is

$$
\hat{H}(t) = -\hat{\mu} \cdot B = -\gamma \left( B_0 \hat{S}_z + B_{1x}(t) \hat{S}_x + B_{1y}(t) \hat{S}_y \right).
$$

Since $x = v t$, $y = z = 0$,

$$
\hat{H}(t) = -\gamma \left[ B_0 \hat{S}_z + B_1 \, e^{-v|t|/a} \left( \hat{S}_x \cos \omega t + \hat{S}_y \sin \omega t \right) \right]
$$

whose matrix representation is

$$
\hat{H}(t) = \frac{\hbar}{2} \begin{pmatrix}
\omega_0 & \omega_1 \exp\left(-v|t|/a - i\omega t\right) \\
\omega_1 \exp\left(-v|t|/a + i\omega t\right) & -\omega_0
\end{pmatrix}.
$$

**20.1.2.** Let $|\psi(t)\rangle = \alpha(t)|+\rangle + \beta(t)|-\rangle$ be the neutron state at time $t$. The Schrödinger equation gives the evolution of $\alpha$ and $\beta$:

$$
\dot{\alpha} = \frac{\omega_0}{2} \alpha + \frac{\omega_1}{2} \, e^{-i\omega t - v|t|/a} \beta,
$$

$$
\dot{\beta} = \frac{\omega_1}{2} \, e^{i\omega t - v|t|/a} \alpha - \frac{\omega_0}{2} \beta.
$$

We now introduce the variables $\tilde{\alpha}$ and $\tilde{\beta}$:

$$
\tilde{\alpha}(t) = \alpha(t) \, e^{i\omega_0 t/2} \quad \tilde{\beta}(t) = \beta(t) \, e^{-i\omega_0 t/2},
$$

whose evolution is given by

$$
\dot{\tilde{\alpha}} = \frac{\omega_1}{2} \, e^{i(\omega_0 - \omega)t - v|t|/a} \tilde{\beta},
$$

$$
\dot{\tilde{\beta}} = \frac{\omega_1}{2} \, e^{i(\omega - \omega_0)t - v|t|/a} \tilde{\alpha}.
$$

The equation for $\tilde{\alpha}$ can be formally integrated and it gives
\[ \tilde{\alpha}(t) = \frac{\omega_1}{2i} \int_{-\infty}^{t} e^{i(\omega_0 - \omega)t' - v|t'|/a} \tilde{\beta}(t') \, dt' , \tag{20.3} \]

where we have used the initial condition \( \tilde{\alpha}(-\infty) = \alpha(-\infty) = 0 \). Now, since we want the value of \( \alpha(t) \) to first order in \( B_1 \), we can replace \( \tilde{\beta}(t') \) by its unperturbed value \( \tilde{\beta}(t') = 1 \) in the integral. This gives

\[
\gamma_{-+} \equiv \tilde{\alpha}(+\infty) = \frac{\omega_1}{2i} \int_{-\infty}^{+\infty} e^{i(\omega_0 - \omega)t' - v|t'|/a} \, dt' \\
= \frac{\omega_1 v}{ia} \frac{1}{(\omega - \omega_0)^2 + (v/a)^2} .
\]

The transition probability is therefore

\[
P_{-+} = \frac{\omega_1^2 v^2}{a^2} \frac{1}{[(\omega_0 - \omega)^2 + (v/a)^2]^2} .
\]

**Fig. 20.1.** Transition probability in one zone.

The width of the resonance curve is of the order of \( v/a \). This quantity is the inverse of the time \( \tau = a/v \) a neutron spends in the oscillating field. From the uncertainty relation \( \delta E \cdot \tau \sim \hbar \), when an interaction lasts a finite time \( \tau \) the accuracy of the energy measurement \( \delta E \) is bounded by \( \delta E \geq \hbar/\tau \). Therefore, from first principles, one expects that the resonance curve will have a width of the order of \( \hbar/\tau \) in energy, or \( 1/\tau \) in angular frequency.

**20.1.3.** In the two-zone case, the transition amplitude (in first order perturbation theory) becomes

\[
\gamma_{-+} = \frac{\omega_1}{2i} \left( \int_{-\infty}^{+\infty} e^{i(\omega_0 - \omega)t - v|t|/a} \, dt + \int_{-\infty}^{+\infty} e^{i(\omega_0 - \omega)t - |vt-b|/a} \, dt \right) .
\]
If we make the change of variables $t' = t - b/v$ in the second integral, we obtain

$$\gamma_- = \frac{\omega_1}{2i} \left( 1 + e^{i(\omega_0 - \omega)b/v} \right) \int_{-\infty}^{+\infty} e^{i(\omega_0 - \omega)t - v|t|/a} \, dt,$$

which is the same formula as previously but multiplied by $1 + e^{i(\omega_0 - \omega)b/v}$. If we square this expression, in order to find the probability, we obtain

$$P_- = \frac{4\omega_1^2 v^2}{a^2} \frac{1}{[(\omega_0 - \omega)^2 + v^2/a^2]^2} \cos^2 \left( \frac{(\omega_0 - \omega)b}{2v} \right).$$

![Graph showing Ramsey fringes in a two-zone setup.](image)

**Fig. 20.2.** Ramsey fringes in a two-zone setup.

The envelope of this curve is, up to a factor of 4, the same as the previous curve. However, owing to the extra oscillating factor, the half-width at half-maximum of the central peak is now of order $\pi v/(2b)$. The parameter which now governs the accuracy is the total time $b/v$ that the neutron spends in the apparatus, going from one zone to the other.

In spectroscopic measurements, it is important to locate the exact position of the maximum of the peak. Multiplying the width of the peak by a factor $a/b$ ($\ll 1$ since $a \ll b$) results in a major improvement of the measurement accuracy. Of course one could in principle build a single interaction zone of large size $\sim b$, but it would be difficult to maintain a well controlled oscillating field over such a large region. From a practical point of view, it is much simpler to use small interaction zones of size $a$ and to separate them by a large distance $b$.

**20.1.4.** It is quite straightforward to generalize the previous results to an arbitrary number of zones:
\[ \gamma_+ = \frac{\omega_1}{2i} \left( 1 + e^{i(\omega_0 - \omega)b/v} + \ldots + e^{i(N-1)(\omega_0 - \omega)b/v} \right) \times \int_{-\infty}^{+\infty} e^{i(\omega_0 - \omega)t - \nu|t|/a} \, dt \]

\[ P_+ = \frac{\omega_1^2 \nu^2}{a^2} \frac{1}{[(\omega_0 - \omega)^2 + \nu^2/a^2]^2} \frac{\sin^2[N(\omega_0 - \omega)b/2v]}{\sin^2[(\omega_0 - \omega)b/2v]} . \]

As far as amplitudes are concerned, there is a complete analogy with a diffraction grating in optics.

The neutron (more generally, the particle or the atom) has some transition amplitude \( t \) for undergoing a spin flip in a given interaction zone. The total amplitude \( T \) is the sum

\[ T = t + te^{i\phi} + te^{2i\phi} + \ldots , \]

where \( e^{i\phi} \) is the phase shift between two zones.

**20.1.5.** We now set \( z = vt \), and \( x = y = 0 \) for the neutron trajectory. This will modify the phase of the field (Doppler effect)

\[ \omega(t - z/c) \rightarrow \omega(1 - v/c)t = \tilde{\omega}t \quad \text{with} \quad \tilde{\omega} = \omega \left( 1 - \frac{v}{c} \right) \]

and we must integrate the evolution of \( \tilde{\alpha} \):

\[ i\dot{\tilde{\alpha}} = \frac{\omega_1}{2} e^{i(\omega_0 - \tilde{\omega})t} \tilde{\beta} \]

(with \( \tilde{\beta} \simeq 1 \)) between \( t_i = -b/(2v) \) and \( t_f = b/(2v) \). The transition probability is then

\[ P'_{-+} = \omega_1^2 \frac{\sin^2[(\omega_0 - \tilde{\omega})b/(2v)]}{(\omega_0 - \tilde{\omega})^2} , \]

which has a width of the order of \( b/v \) but is centered at

\[ \tilde{\omega} = \omega_0 \Rightarrow \omega = \frac{\omega_0}{1 - v/c} \simeq \omega_0 \left( 1 + \frac{v}{c} \right) . \]

Comparing with question 20.1.2, we find that the resonance frequency is displaced: The neutron moves in the propagation direction of the field, and there is a first order Doppler shift of the resonance frequency.

**20.1.6.** If the neutron beam has some velocity dispersion, the experimental result will be the same as calculated above, but smeared over the velocity distribution.

In the method of question 20.1.3, the position of lateral fringes, and the width of the central peak, vary with \( v \). A velocity distribution will lead to a broader central peak and lateral fringes of decreasing amplitude. However the position
of the central peak does not depend on the velocity, and it is therefore not shifted if the neutron beam has some velocity dispersion.

On the contrary, in the method of question 20.1.5, the position of the central peak depends directly on the velocity. A dispersion in \( v \) will lead to a corresponding dispersion of the position of the peak we want to measure.

The first method is highly preferable.

**20.1.7.** Numerically, for \( \lambda_n = 31 \ \text{Å} \), \( v = h/(M_n \lambda_n) \simeq 128 \ \text{m/s} \).

Experimentally, one achieves an accuracy \( \delta \omega_0/\omega_0 = \delta \gamma_n/\gamma_n = 4.6 \times 10^{-7} \).

For \( B = 1 \ \text{T} \), the angular frequency is \( \omega_0 = \gamma_n B_0 \simeq 1.8 \times 10^8 \ \text{s}^{-1} \), which gives \( \delta \omega_0/(2\pi) \simeq 13 \ \text{Hz} \) and \( b \simeq 2.4 \ \text{m} \).

Actually, one can improve the accuracy considerably by analysing the shape of the peak. In the experiment reported in the reference quoted below, the length \( b \) is 2 m and the field is \( B_0 = 0.05 \ \text{T} \) (i.e. an angular frequency 20 times smaller than above).

**Reference**

21. The Quantum Eraser

This chapter deals with a quantum process where the superposition of two probability amplitudes leads to an interference phenomenon. The two amplitudes can be associated with two quantum paths, as in a double slit interference experiment. We shall first show that these interferences disappear if an intermediate measurement gives information about which path has actually been followed. Next, we shall see how interferences can actually reappear if this information is “erased” by a quantum device.

We consider a beam of neutrons, which are particles of charge zero and spin 1/2, propagating along the $x$ axis with velocity $v$. In all what follows, the motion of the neutrons in space is treated classically as a uniform linear motion. Only the evolution of their spin states is treated quantum mechanically.

21.1 Magnetic Resonance

The eigenstates of the $z$ component of the neutron spin are denoted $|n : +\rangle$ and $|n : -\rangle$. A constant uniform magnetic field $\mathbf{B}_0 = B_0 \mathbf{u}_z$ is applied along the $z$ axis ($\mathbf{u}_z$ is the unit vector along the $z$ axis). The magnetic moment of the neutron is denoted $\mu_n = \gamma_n \mathbf{S}_n$, where $\gamma_n$ is the gyromagnetic ratio and $\mathbf{S}_n$ the spin operator of the neutron.

21.1.1. What are the magnetic energy levels of a neutron in the presence of the field $\mathbf{B}_0$? Express the result in terms of $\omega_0 = -\gamma_n B_0$.

21.1.2. The neutrons cross a cavity of length $L$ between times $t_0$ and $t_1 = t_0 + L/v$. Inside this cavity, in addition to the constant field $\mathbf{B}_0$, a rotating field $\mathbf{B}_1(t)$ is applied. The field $\mathbf{B}_1(t)$ lies in the $(x, y)$ plane and it has a constant angular frequency $\omega$:

$$\mathbf{B}_1(t) = B_1 (\cos \omega t \mathbf{u}_x + \sin \omega t \mathbf{u}_y).$$

(21.1)

Let $|\psi_n(t)\rangle = \alpha_+(t)|n : +\rangle + \alpha_-(t)|n : -\rangle$ be the neutron spin state at time $t$, and consider a neutron entering the cavity at time $t_0$. 

(a) Write the equations of evolution for $\alpha_{\pm}(t)$ when $t_0 \leq t \leq t_1$. We set hereafter $\omega_1 = -\gamma_n B_1$.

(b) Setting $\alpha_{\pm}(t) = \beta_{\pm}(t) \exp[\mp i\omega(t - t_0)/2]$, show that the problem reduces to a differential system with constant coefficients.

(c) We assume that we are near the resonance: $|\omega - \omega_0| \ll \omega_1$, and that terms proportional to $(\omega - \omega_0)$ may be neglected in the previous equations. Check that, within this approximation, one has, for $t_0 \leq t \leq t_1$,

$$\beta_{\pm}(t) = \beta_{\pm}(t_0) \cos \theta - ie^{\mp i\omega t_0} \beta_{\mp}(t_0) \sin \theta,$$

where $\theta = \omega_1 (t - t_0)/2$.

(d) Show that the spin state at time $t_1$, when the neutron leaves the cavity, can be written as:

$$\begin{pmatrix} \alpha_+(t_1) \\ \alpha_-(t_1) \end{pmatrix} = U(t_0, t_1) \begin{pmatrix} \alpha_+(t_0) \\ \alpha_-(t_0) \end{pmatrix}$$  \hspace{1cm} (21.2)

where the matrix $U(t_0, t_1)$ is

$$U(t_0, t_1) = \begin{pmatrix} e^{-i\chi} \cos \phi & -ie^{-i\delta} \sin \phi \\ -ie^{i\delta} \sin \phi & e^{i\chi} \cos \phi \end{pmatrix},$$  \hspace{1cm} (21.3)

and where $\phi = \omega_1(t_1 - t_0)/2$, $\chi = \omega(t_1 - t_0)/2$ and $\delta = \omega(t_1 + t_0)/2$.

21.2 Ramsey Fringes

The neutrons are initially in the spin state $|n : -\rangle$. They successively cross two identical cavities of the type described above. This is called Ramsey configuration and it is shown in Fig. 21.1. The same oscillating field $B_1(t)$, given by (21.1), is applied in both cavities. The modulus $B_1$ of this field is adjusted so as to satisfy the condition $\phi = \pi/4$. The constant field $B_0$ is applied throughout the experimental setup. At the end of this setup, one

![Fig. 21.1. Ramsey's configuration; the role of the detecting atom A is specified in parts 3 and 4.](image-url)
measures the number of outgoing neutrons which have flipped their spin and are in the final state $|n : +\rangle$. This is done for several values of $\omega$ in the vicinity of $\omega = \omega_0$.

21.2.1. At time $t_0$, a neutron enters the first cavity in the state $|n : -\rangle$. What is its spin state, and what is the probability of finding it in the state $|n : +\rangle$, when it leaves the cavity?

21.2.2. The same neutron enters the second cavity at time $t'_0 = t_1 + T$, with $T = D/v$ where $D$ is the distance between the two cavities. Between the two cavities the spin precesses freely around $B_0$. What is the spin state of the neutron at time $t'_0$?

21.2.3. Let $t'_1$ be the time when the neutron leaves the second cavity: $t'_1 - t'_0 = t_1 - t_0$. Express the quantity $\delta' = \omega(t'_1 + t'_0)/2$ in terms of $\omega$, $t_0$, $t_1$ and $T$. Write the transition matrix $U(t'_0, t'_1)$ in the second cavity.

21.2.4. Calculate the probability $P_+$ of detecting the neutron in the state $|n : +\rangle$ after the second cavity. Show that it is an oscillating function of $(\omega_0 - \omega)T$. Explain why this result can be interpreted as an interference process.

21.2.5. In practice, the velocities of the neutrons have some dispersion around the mean value $v$. This results in a dispersion in the time $T$ to get from one cavity to the other. A typical experimental result giving the intensity of the outgoing beam in the state $|n : +\rangle$ as a function of the frequency $\nu = \omega/2\pi$ of the rotating field $B_1$ is shown in Fig. 21.2.

(a) Explain the shape of this curve by averaging the previous result over the distribution

![Fig. 21.2. Intensity of the outgoing beam in the state $|n : +\rangle$ as a function of the frequency $\omega/2\pi$ for a neutron beam with some velocity dispersion.](image-url)
\[ dp(T) = \frac{1}{\tau \sqrt{2\pi}} e^{-(T-T_0)^2/2\tau^2} \, dT. \]

We recall that \( \int_{-\infty}^{\infty} \cos(\Omega T) \, dp(T) = e^{-\Omega^2 \tau^2/2} \cos(\Omega T_0). \)

(b) In the above experiment, the value of the magnetic field was \( B_0 = 2.57 \times 10^{-2} \, T \) and the distance \( D = 1.6 \, m \). Calculate the magnetic moment of the neutron. Evaluate the average velocity \( v_0 = D/T_0 \) and the velocity dispersion \( \delta v = v_0 \tau/T_0 \) of the neutron beam.

(c) Which optical interference experiment is the result reminiscent of?

21.2.6. Suppose one inserts between the two cavities of Fig. 21.1 a device which can measure the \( z \) component of the neutron spin (the principle of such a detector is presented in the next section). Determine the probability \( P_{+,+} \) of detecting the neutron in the state \( |n : +\rangle \) between the two cavities and in the state \( |n : +\rangle \) when it leaves the second cavity, and the probability \( P_{-,+} \) of detecting the neutron in the state \( |n : -\rangle \) between the cavities and in the state \( |n : +\rangle \) when it leaves the second cavity. Check that one does not have \( P_+ = P_{+,+} + P_{-,+} \) and comment on this fact.

21.3 Detection of the Neutron Spin State

In order to measure the spin of a neutron, one lets it interact during a time \( \tau \) with a spin 1/2 atom at rest. The atom’s spin operator is \( \hat{S}_a \). Let \( |a : \pm\rangle \) be the two eigenstates of the observable \( \hat{S}_{ax} \). After the interaction between the neutron and the atom, one measures the spin of the atom. Under certain conditions, as we shall see, one can deduce the spin state of the neutron after this measurement.

21.3.1. Spin states of the atom.
Let \( |a : \pm x\rangle \) be the eigenstates of \( \hat{S}_{ax} \) and \( |a : \pm y\rangle \) those of \( \hat{S}_{ay} \). Write \( |a : \pm x\rangle \) and \( |a : \pm y\rangle \) in the basis \( \{ |a : +\rangle, |a : -\rangle \} \). Express \( |a : \pm y\rangle \) in terms of \( |a : \pm x\rangle \).

21.3.2. We assume that the neutron–atom interaction does not affect the neutron’s trajectory. We represent the interaction between the neutron and the atom by a very simple model. This interaction is assumed to last a finite time \( \tau \) during which the neutron–atom interaction Hamiltonian has the form

\[ \hat{V} = \frac{2A}{\hbar} \hat{S}_{nz} \otimes \hat{S}_{ax}, \quad (21.4) \]

where \( A \) is a constant. We neglect the action of any external field, including \( B_0 \), during the time \( \tau \).

Explain why \( \hat{S}_{nz} \) and \( \hat{V} \) commute. Give their common eigenstates and the corresponding eigenvalues.
21.3.3. We hereafter assume that the interaction time \( \tau \) is adjusted in such a way that

\[
A\tau = \pi/2.
\]

Suppose the initial state of the system is

\[
|\psi(0)\rangle = |n : +\rangle \otimes |a : +y\rangle.
\]

Calculate the final state of the system \( |\psi(\tau)\rangle \). Answer the same question if the initial state is \( |\psi(0)\rangle = |n : -\rangle \otimes |a : +y\rangle \).

21.3.4. We now suppose that the initial spin state is

\[
|\psi(0)\rangle = (\alpha_+ |n : +\rangle + \alpha_- |n : -\rangle) \otimes |a : +y\rangle.
\]

After the neutron–atom interaction described above, one measures the \( z \) component \( S_{az} \) of the atom’s spin.

(a) What results can one find, and with what probabilities?
(b) After this measurement, what prediction can one make about the value of the \( z \) component of the neutron spin? Is it necessary to let the neutron interact with another measuring apparatus in order to know \( S_{az} \) once the value of \( S_{az} \) is known?

21.4 A Quantum Eraser

We have seen above that if one measures the spin state of the atom between the two cavities, the interference signal disappears. In this section, we will show that it is possible to recover an interference if the information left by the neutron on the detecting atom is “erased” by an appropriate measurement.

A neutron, initially in the spin state \( |n : -\rangle \), is sent into the two-cavity system. Immediately after the first cavity, there is a detecting atom of the type discussed above, prepared in the spin state \( |a : +y\rangle \). By assumption, the spin state of the atom evolves only during the time interval \( \tau \) when it interacts with the neutron.

21.4.1. Write the spin state of the neutron–atom system when the neutron is:

(a) just leaving the first cavity (time \( t_1 \)), before interacting with the atom;
(b) just after the interaction with the atom (time \( t_1 + \tau \));
(c) entering the second cavity (time \( t'_1 \));
(d) just leaving the second cavity (time \( t'_1 \)).

21.4.2. What is the probability of finding the neutron in the state \( |n : +\rangle \) at time \( t'_1 \)? Does this probability reflect an interference phenomenon? Interpret the result.
21.4.3. At time $t_1'$, Bob measures the $z$ component of the neutron spin and Alice measures the $y$ component of the atom's spin. Assume both measurements give $+\hbar/2$. Show that the corresponding probability reflects an interference phenomenon.

21.4.4. Is this result compatible with the conclusion of question 21.4.2?

21.4.5. In your opinion, which of the following three statements are appropriate, and for what reasons?

(a) When Alice performs a measurement on the atom, Bob sees at once an interference appear in the signal he is measuring on the neutron.

(b) Knowing the result obtained by Alice on each event, Bob can select a subsample of his own events which displays an interference phenomenon.

(c) The experiment corresponds to an interference between two quantum paths for the neutron spin. By restoring the initial state of the atom, the measurement done by Alice erases the information concerning which quantum path is followed by the neutron spin, and allows interferences to reappear.

21.4.6. Alice now measures the component of the atom's spin along an arbitrary axis defined by the unit vector $\bm{u}$. Show that the contrast of the interferences varies proportionally to $|\sin \eta|$, where $\cos \eta = \bm{w}.\bm{u}_z$. Interpret the result.

21.5 Solutions

Section 21.1

21.1.1. The magnetic energy levels are: $E_\pm = \pm \gamma_n \hbar B_0/2 = \pm \hbar \omega_0/2$.

21.1.2. (a) The Hamiltonian is

$$H = \frac{\hbar}{2} \begin{pmatrix} \omega_0 & -\omega_1 e^{-i\omega t} \\ \omega_1 e^{i\omega t} & -\omega_0 \end{pmatrix}.$$ 

Therefore, the evolution equations are

$$i\dot{\alpha}_+ = \frac{\omega_0}{2} \alpha_+ + \frac{\omega_1}{2} e^{-i\omega t} \alpha_-; \quad i\dot{\alpha}_- = -\frac{\omega_0}{2} \alpha_- + \frac{\omega_1}{2} e^{+i\omega t} \alpha_+.$$ 

(b) With the variables $\beta_\pm(t) = \alpha_\pm(t) \exp[\pm i\omega(t - t_0)/2]$, we obtain

$$i\dot{\beta}_+ = \frac{\omega_0 - \omega}{2} \beta_+ + \frac{\omega_1}{2} e^{-i\omega t_0} \beta_-; \quad i\dot{\beta}_- = \frac{\omega - \omega_0}{2} \beta_- + \frac{\omega_1}{2} e^{i\omega t_0} \beta_+.$$
(c) If $|\omega_0 - \omega| \ll \omega_1$, we have, to a good approximation, the differential system
\[
  i\beta_+ = \frac{\omega_1}{2} e^{-i\omega t_0} \beta_+ ; \quad i\beta_- = \frac{\omega_1}{2} e^{i\omega t_0} \beta_+, \]
whose solution is indeed
\[
  \beta_+(t) = \beta_+(t_0) \cos \frac{\omega_1(t-t_0)}{2} - i e^{-i\omega t_0} \beta_+(t_0) \sin \frac{\omega_1(t-t_0)}{2}.
\]

(d) Defining $\phi = \omega_1(t_1 - t_0)/2$, $\chi = \omega(t_1 - t_0)/2$, $\delta = \omega(t_1 + t_0)/2$, we obtain
\[
  \alpha_+(t_1) = e^{-i\chi} \beta_+(t_1) = e^{-i\chi} [\alpha_+(t_0) \cos \phi - i \alpha_-(t_0) e^{-i\omega t_0} \sin \phi],
\]
\[
  \alpha_-(t_1) = e^{i\chi} \beta_-(t_1) = e^{i\chi} [\alpha_-(t_0) \cos \phi - i \alpha_+(t_0) e^{+i\omega t_0} \sin \phi],
\]
and, therefore,
\[
  U = \begin{pmatrix}
  e^{-i\chi} \cos \phi & -i e^{-i\delta} \sin \phi \\
  -i e^{i\delta} \sin \phi & e^{i\chi} \cos \phi
\end{pmatrix}.
\]

Section 21.2

21.2.1. We assume $\phi = \pi/4$; the initial conditions are: $\alpha_+(t_0) = 0$, $\alpha_-(t_0) = 1$. At time $t_1$ the state is
\[
  |\psi(t_1)\rangle = \frac{1}{\sqrt{2}} \left( -i e^{-i\delta} |n : +\rangle + e^{i\chi} |n : -\rangle \right).
\]
In other words $\alpha_+(t_1) = -i e^{-i\delta} / \sqrt{2}$, $\alpha_-(t_1) = e^{i\chi} / \sqrt{2}$, and $P_\pm = 1/2$.

21.2.2. We put $T = D/v$. The neutron spin precesses freely between the two cavities during time $T$, and we obtain
\[
  \begin{pmatrix}
  \alpha_+(t_0') \\
  \alpha_-(t_0')
\end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix}
  -i e^{-i\delta} e^{-i\omega_0 T/2} \\
  e^{i\chi} e^{+i\omega_0 T/2}
\end{pmatrix}.
\]

21.2.3. By definition, $t_0' = t_1 + T$ and $t_1' = 2t_1 - t_0 + T$, therefore the transition matrix in the second cavity is
\[
  U' = \begin{pmatrix}
  e^{-i\chi'} \cos \phi' & -i e^{-i\delta'} \sin \phi' \\
  -i e^{i\delta'} \sin \phi' & e^{i\chi'} \cos \phi'
\end{pmatrix}
\]
with $\phi' = \phi_0(t_1 - t_0)/2$, $\chi' = \chi = \omega(t_1 - t_0)/2$. Only the parameter $\delta$ is changed into
\[
  \delta' = \omega(t_1 + t_0')/2 = \omega(3t_1 + 2T - t_0)/2.
\]
21.2.4. The probability amplitude for detecting the neutron in state $+_{0}$ after the second cavity is obtained by (i) applying the matrix $U'$ to the vector (21.5), (ii) calculating the scalar product of the result with $|n : +_{0} \rangle$. We get in this way

$$
\alpha_{+}(t'_{1}) = \frac{1}{2} \left( -ie^{-i(\chi + \delta + \omega_{0}T/2)} - ie^{-i(\delta' - \chi - \omega_{0}T/2)} \right) .
$$

Since

$$
\delta + \chi = \omega t_{1} \quad \delta' - \chi = \frac{\omega}{2} \left( 3t_{1} + 2T - t_{0} - t_{1} + t_{0} \right) = \omega(t_{1} + T) ,
$$

we have

$$
\alpha_{+}(t'_{1}) = -\frac{i}{2} e^{-i\omega(t_{1} + T)/2} \left( e^{-i(\omega_{0} - \omega)T/2} + e^{i(\omega_{0} - \omega)T/2} \right) . \quad (21.6)
$$

Therefore, the probability that the neutron spin has flipped in the two-cavity system is

$$
P_{+} = |\alpha_{+}(t'_{1})|^{2} = \cos^{2} \left( \frac{\omega - \omega_{0}}{2} \right) T .
$$

With the approximation of Sect. 21.1.2c, the probability for a spin flip in a single cavity is independent of $\omega$, and is equal to 1/2. In contrast, the present result for two cavities exhibits a strong modulation of the spin flip probability, between 1 (e.g. for $\omega = \omega_{0}$) and 0 (e.g. for $(\omega - \omega_{0})T = \pi$). This modulation results from an interference process of the two quantum paths corresponding respectively to:

- a spin flip in the first cavity, and no flip in the second one,
- no flip in the first cavity and a spin flip in the second one.

Each of these paths has a probability 1/2, so that the sum of the probability amplitudes (21.6) is fully modulated.

21.2.5.

(a) Since $\cos^{2} \phi/2 = (1 + \cos \phi)/2$, the averaged probability distribution is

$$
\left\langle \cos^{2} \left( \frac{\omega - \omega_{0}}{2} \right) T \right\rangle = \frac{1}{2} + \frac{1}{2} e^{-(\omega - \omega_{0})^{2}T/2} \cos \left[ (\omega - \omega_{0})T_{0} \right] \quad (21.7)
$$

This form agrees with the observed variation in $\omega$ of the experimental signal. The central maximum, which is located at $\omega/2\pi = 748.8$ kHz corresponds to $\omega = \omega_{0}$. For that value, a constructive interference appears whatever the neutron velocity. The lateral maxima and minima are less peaked, however, since the position of a lateral peak is velocity dependent. The first two lateral maxima correspond to $(\omega - \omega_{0})T_{0} \simeq \pm 2\pi$. Their amplitude is reduced, compared to the central peak, by a factor $\exp(-2\pi^{2}T/2T_{0}^{2})$. 
(b) The angular frequency $\omega_0$ is related to the magnetic moment of the neutron by $\hbar \omega_0 = 2\mu_n B_0$ which leads to $\mu_n = 9.65 \times 10^{-27} \text{ J T}^{-1}$. The time $T_0$ can be deduced from the spacing between the central maximum and a lateral one. The first lateral maximum occurs at 0.77 kHz from the resonance, hence $T_0 = 1.3 \text{ ms}$. This corresponds to an average velocity $v_0 = 1230 \text{ m s}^{-1}$.

The ratio of intensities between the second lateral maximum and the central one is roughly 0.55. This is approximately equal to $\exp(-8\pi^2 \tau^2 / T_0^2)$, and gives $\tau / T_0 \approx 0.087$, and $\delta v \approx 110 \text{ m s}^{-1}$.

*Remark:* The experimental curve given in the text is taken from J.H. Smith et al., Phys. Rev. 108, 120 (1957). Since then, the technique of Ramsey fringes has been considerably improved. Nowadays one proceeds differently. One stores neutrons in a "bottle" for a time of the order of 100 s and applies two radiofrequency pulses at the beginning and at the end of the storage. The elapsed time between the two pulses is 70 s, compared to 1.3 ms here. This improves enormously the accuracy of the frequency measurement. Such experiments are actually devised to measure the electric dipole moment of the neutron, of fundamental interest in relation to time-reversal invariance. They set a very small upper bound on this quantity (K.F. Smith et al., Phys. Lett. 234, 191 (1990)).

(c) This experiment can be compared to a Young's double slit interference experiment with polychromatic light. The central fringe (corresponding to the peak at $\omega = \omega_0$) remains bright, but the contrast of the interferences decreases rapidly as one departs from the center. In fact, the maxima for some frequencies correspond to minima for others.

**21.2.6.** The probability $P_{++}$ is the product of the two probabilities: the probability of finding the neutron in the state $|n : +\rangle$ when it leaves the first cavity ($p = 1/2$) and, knowing that it is in the state $|n : +\rangle$, the probability of finding it in the same state when it leaves the second cavity ($p = 1/2$); this gives $P_{+,+} = 1/4$. Similarly $P_{-,+} = 1/4$. The sum $P_{+,+} + P_{-,+} = 1/2$ does not display any interference, since one has measured in which cavity the neutron spin has flipped. This is very similar to an electron double-slit interference experiment if one measures through which slit the electron passes.

**Section 21.3**

**21.3.1.** By definition:

$$|a : \pm x\rangle = \frac{1}{\sqrt{2}} (|a : +\rangle \pm |a : -\rangle)$$

$$|a : \pm y\rangle = \frac{1}{\sqrt{2}} (|a : +\rangle \pm i|a : -\rangle)$$

and these states are related to one another by
\[ |a : \pm y\rangle = \frac{1}{2} ((1 \pm i)|a : +x\rangle + (1 \mp i)|a : -x\rangle) . \]

21.3.2. The operators \( \hat{S}_{nz} \) and \( \hat{S}_{ax} \) commute since they act in two different Hilbert spaces; therefore \([\hat{S}_{nz}, \hat{V}] = 0\).

The common eigenvectors of \( \hat{S}_{nz} \) and \( \hat{V} \), and the corresponding eigenvalues are

\[
\begin{align*}
|n : +\rangle & \otimes |a : \pm x\rangle \quad S_{nz} = +\hbar/2 \quad V = \pm A\hbar/2 . \\
|n : -\rangle & \otimes |a : \pm x\rangle \quad S_{nz} = -\hbar/2 \quad V = \mp A\hbar/2 .
\end{align*}
\]

The operators \( \hat{S}_{nz} \) and \( \hat{V} \) form a complete set of commuting operators as far as spin variables are concerned.

The structure of the interaction Hamiltonian considered in the text has been chosen in order to provide a simple description of the quantum eraser effect. Realistic examples of non-destructive quantum measurements can be found in J.P. Poizat and P. Grangier, Phys. Rev. Lett. 70, 271 (1993), and S.M. Barnett, Nature, Vol. 362, p. 113, March 1993.

21.3.3. Expanding in terms of the energy eigenstates, one obtains for \( |\psi(0)\rangle = |n : +\rangle \otimes |a : +y\rangle : \)

\[
|\psi(\tau)\rangle = \frac{1}{2} |n : +\rangle \otimes \left( (1 + i)e^{-iA\tau/2}|a : +x\rangle + (1 - i)e^{iA\tau/2}|a : -x\rangle \right),
\]

that is to say, for \( A\tau/2 = \pi/4 \):

\[
|\psi(\tau)\rangle = \frac{1}{\sqrt{2}} |n : +\rangle \otimes (|a : +x\rangle + |a : -x\rangle)
= |n : +\rangle \otimes |a : +\rangle.
\]

Similarly, if \( |\psi(0)\rangle = |n : -\rangle \otimes |a : +y\rangle \), then \( |\psi(\tau)\rangle = i|n : -\rangle \otimes |a : -\rangle \).

Physically, this means that the neutron’s spin state does not change since it is an eigenstate of \( \hat{V} \), while the atom’s spin precesses around the \( x \) axis with angular frequency \( A \). At time \( \tau = \pi/(2A) \), it lies along the \( z \) axis.

21.3.4. If the initial state is \( |\psi(0)\rangle = (\alpha_+|n : +\rangle + \alpha_-|n : -\rangle) \otimes |a : +y\rangle \), the state after the interaction is

\[
|\psi(\tau)\rangle = \alpha_+|n : +\rangle \otimes |a : +\rangle + i\alpha_-|n : -\rangle \otimes |a : -\rangle .
\]

The measurement of the \( z \) component of the atom’s spin gives \( +\hbar/2 \), with probability \( |\alpha_+|^2 \) and state \( |n : +\rangle \otimes |a : +\rangle \) after the measurement, or \( -\hbar/2 \) with probability \( |\alpha_-|^2 \) and state \( |n : -\rangle \otimes |a : -\rangle \) after the measurement.

In both cases, after measuring the \( z \) component of the atom’s spin, the neutron spin state is known: it is the same as that of the measured atom. It is not necessary to let the neutron interact with another measuring apparatus in order to know the value of \( S_{nz} \).
Section 21.4

21.4.1. The successive states are:

step (a) \[ \frac{1}{\sqrt{2}} \left( -ie^{-i\delta}|n : +\rangle \otimes |a : +y\rangle + e^{i\chi}|n : -\rangle \otimes |a : +y\rangle \right) \]

step (b) \[ \frac{1}{\sqrt{2}} \left( -ie^{-i\delta}|n : +\rangle \otimes |a : +\rangle + ie^{i\chi}|n : -\rangle \otimes |a : -\rangle \right) \]

step (c) \[ \frac{1}{\sqrt{2}} \left( -ie^{-i(\delta + \omega_0 T/2)}|n : +\rangle \otimes |a : +\rangle + ie^{i(\chi + \omega_0 T/2)}|n : -\rangle \otimes |a : -\rangle \right) \]

Finally, when the neutron leaves the second cavity (step d), the state of the system is:

\[ |\psi_f\rangle = \frac{1}{2} \left( -ie^{-i(\delta + \omega_0 T/2)} \left( e^{-i\chi}|n : +\rangle - ie^{i\delta'}|n : -\rangle \right) \otimes |a : +\rangle + ie^{i(\chi + \omega_0 T/2)} \left( -ie^{-i\delta'}|n : +\rangle + e^{i\chi}|n : -\rangle \right) \otimes |a : -\rangle \right) \]

21.4.2. The probability of finding the neutron in state |+\rangle is the sum of the probabilities for finding:

- the neutron in state + and the atom in state +, i.e. the square of the modulus of the coefficient of |n : +\rangle \otimes |a : +\rangle (1/4 in the present case),
- the neutron in state + and the atom in state − (probability 1/4 again).

One gets therefore \( P_+ = 1/4 + 1/4 = 1/2 \): There are no interferences since the quantum path leading in the end to a spin flip of the neutron can be determined from the state of the atom.

21.4.3. One can expand the vectors |a : \pm\rangle on |a : \pm y\rangle:

\[ |\psi_f\rangle = \frac{1}{2\sqrt{2}} \left( -ie^{-i(\delta + \omega_0 T/2)} \left( e^{-i\chi}|n : +\rangle - ie^{i\delta'}|n : -\rangle \right) \otimes \left( |a : +y\rangle + |a : -y\rangle \right) + e^{i(\chi + \omega_0 T/2)} \left( -ie^{-i\delta'}|n : +\rangle + e^{i\chi}|n : -\rangle \right) \otimes \left( |a : +y\rangle - |a : -y\rangle \right) \right) \]

The probability amplitude that Bob finds \( +\hbar/2 \) along the z axis while Alice finds \( +\hbar/2 \) along the y axis is the coefficient of the term |n : +\rangle \otimes |a : +y\rangle in the above expansion. Equivalently, the probability is obtained by projecting the state onto |n : +\rangle \otimes |a : +y\rangle, and squaring. One obtains

\[ P \left( S_{nz} = \frac{\hbar}{2}, S_{oy} = \frac{\hbar}{2} \right) = \frac{1}{8} \left| -ie^{-i(\delta + \chi + \omega_0 T/2)} - ie^{i(\chi - \delta' + \omega_0 T/2)} \right|^2 = \frac{1}{2} \cos^2 \left( \frac{(\omega - \omega_0)T}{2} \right) , \]
which clearly exhibits a modulation reflecting an interference phenomenon. Similarly, one finds that

\[
P\left(S_{nz} = \frac{\hbar}{2}, S_{ay} = -\frac{\hbar}{2}\right) = \frac{1}{2} \sin^2 \left(\frac{\omega - \omega_0}{2}T\right),
\]

which is also modulated.

21.4.4. This result is compatible with the result 21.4.2. Indeed the sum of the two probabilities calculated above is 1/2 as in 21.4.2. If Bob does not know the result found by Alice, or if Alice does not perform a measurement, which is equivalent from his point of view, Bob sees no interferences. The interferences only arise for the joint probability \(P(S_{nz}, S_{ay})\).

21.4.5.

(a) This first statement is obviously wrong. As seen in question 21.4.2, if the atom \(A\) is present, Bob no longer sees oscillations (in \(\omega - \omega_0\)) of the probability for detecting the neutron in the state \(|+\rangle\). This probability is equal to 1/2 whatever Alice does. Notice that if the statement were correct, this would imply instantaneous transmission of information from Alice to Bob. By seeing interferences appear, Bob would know immediately that Alice is performing an experiment, even though she may be very far away.

(b) This second statement is correct. If Alice and Bob put together all their results, and if they select the subsample of events for which Alice finds \(+\hbar/2\), then the number of events for which Bob also finds \(+\hbar/2\) varies like \(\cos^2((\omega - \omega_0)T/2)\); they recover interferences for this subset of events. In the complementary set, where Alice has found \(-\hbar/2\), the number of Bob’s results giving \(+\hbar/2\) varies like \(\sin^2((\omega - \omega_0)T/2)\). This search for correlations between events occurring in different detectors is a common procedure, in particle physics for instance.

(c) This third statement, although less precise but more picturesque than the previous one, is nevertheless acceptable. The \(\cos^2((\omega - \omega_0)T/2)\) signal found in Sect. 21.2 can be interpreted as the interference of the amplitudes corresponding to two quantum paths for the neutron spin which is initially in the state \(|n : -\rangle\); either its spin flips in the first cavity, or it flips in the second one. If there exists a possibility to determine which quantum path is followed by the system, interferences cannot appear. It is necessary to “erase” this information, which is carried by the atom, in order to observe “some” interferences. After Alice has measured the atom’s spin along the \(y\) axis, she has, in some sense “restored” the initial state of the system, and this enables Bob to see some interferences. It is questionable to say that information has been erased: one may feel that, on the contrary, extra information has been acquired. Notice that the statement in the text does not specify in which physical quantity the interferences appear. Notice also that the order of the measurements
made by Alice and Bob has no importance, contrary to what this third statement seems to imply.

21.4.6. Alice can measure along the axis $\mathbf{w} = \sin \eta \, \mathbf{u}_y + \cos \eta \, \mathbf{u}_z$, in the $(y, z)$ plane, for instance. Projecting $|\psi_t\rangle$ onto the eigenstate of $\hat{S}_{aw}$ with eigenvalue $+\hbar/2$, i.e. $\cos(\eta/2)|a : +\rangle + i\sin(\eta/2)|a : -\rangle$, a calculation similar to 21.4.3 leads to a probability $\left[ 1 + \sin \eta \cos ( (\omega - \omega_0)T ) \right] / 2$. If $\eta = 0$ or $\pi$ (measurement along the $z$ axis) there are no interferences. For $\eta = \pi/2$ and $3\pi/2$ or, more generally, if Alice measures in the $(x, y)$ plane, the contrast of the interferences, $| \sin \eta |$, is maximum.
22. Molecular Lasers

Laser operation is based on population inversion, i.e. a situation where an excited energy level $e$ of a quantum system is more populated than a lower level $g$. This can indeed lead to the amplification of radiation resonant with the $e\!-\!g$ transition. We study here a possible way to achieve population inversion in a molecule. The physical principle of the inversion is based on the large difference between the time scale for the relaxation of the vibrations of the molecule, and the lifetime of its electronically excited state.

22.1 Preliminaries

22.1.1. Consider a one-dimensional problem and a wave function $\psi(x)$ which can be expanded in a Taylor series. Show that the operator $\hat{T}(d) = e^{-i\hat{p}d/\hbar}$, where $d$ is a length and $\hat{p}$ is the momentum operator, is such that

$$\hat{T}(d) \psi(x) = \psi(x - d).$$

Note: the expansion $e^{i\hat{a}d} = \sum_{n=0}^{\infty} (i\hat{a})^n / n!$ is mathematically legitimate.

22.1.2. Consider a one-dimensional harmonic oscillator of mass $M$ and frequency $\Omega/(2\pi)$ centered at $x = 0$. Its energy eigenstates are denoted $|n\rangle$. Show that $\hat{T}(d) = e^{\alpha(\hat{a} - \hat{a}^\dagger)}$ where $\hat{a}^\dagger$ and $\hat{a}$ are the usual creation and annihilation operators. Calculate the real constant $\alpha$.

22.1.3. Let $|n\rangle_d$ be the eigensates of the same oscillator, but centered at $x = d$. Show that the ground state $|0\rangle_d$ can be expanded on the states $|n\rangle$ as

$$|0\rangle_d = e^{-\lambda^2/2} \sum_{n=0}^{\infty} \frac{\lambda^n}{\sqrt{n!}} |n\rangle \quad \text{with} \quad \lambda = d \sqrt{\frac{M\Omega}{2\hbar}}. \quad (22.1)$$

The following identity is useful:

$$e^{\alpha(\hat{a} - \hat{a}^\dagger)} = e^{-\alpha^2/2} e^{-\alpha \hat{a}^\dagger} e^{\alpha \hat{a}}.$$
22.2 Molecular Lasers

We consider a molecule formed by a core of two nuclei, each accompanied by internal electrons, surrounded by a single external electron. The position \( r = \{x, y, z\} \) of the electron is taken with respect to the center of gravity of the core.

To a good approximation, the external electron is placed in an effective potential \( V(r) \) and has a series of energy levels \( \epsilon_n \) and corresponding wave functions \( \psi_n(r) \).

The core, consisting in the two nuclei and the internal electrons, has both vibrational and rotational motions. For simplicity we consider here only the vibrational dynamics which can be approximated by a harmonic one-dimensional motion. We let \( u \) be the distance between the nuclei, \( M \) the reduced mass and \( \Omega/(2\pi) \) the oscillation frequency. The key point in the following is that the mean separation of the two nuclei depends on the state of the outer electron.

In the electronic ground state of energy \( \epsilon_1 \), the eigenfunctions of the molecular Hamiltonian are \( \psi_1(r)\phi_n(u) \), where \( \phi_n(u) \) is a solution of the Schrödinger equation

\[
-\frac{\hbar^2}{2M} \frac{d^2}{du^2} \phi_n(u) + \frac{1}{2} M \Omega^2(u - b)^2 \phi_n(u) = E_n \phi_n(u).
\]

Similarly, in the first excited state of the outer electron, of energy \( \epsilon_2 \), the eigenfunctions are \( \psi_2(r)\chi_m(u) \) with

\[
-\frac{\hbar^2}{2M} \frac{d^2}{du^2} \chi_m(u) + \frac{1}{2} M \Omega^2(u - c)^2 \chi_m(u) = E_m \chi_m(u).
\]

As mentioned above, the constants \( b \) and \( c \), which can be determined experimentally or in a more sophisticated theoretical approach, are different.

22.2.1. What are the total energy levels (i.e. electronic plus vibrational energy) of the molecule, corresponding to the above states?

What is the relation between the functions \( \phi_n(u) \) and \( \chi_m(u) \)?

22.2.2. We now study the electromagnetic transitions between the above molecular states. The molecule is placed in an oscillating electric field \( \mathbf{F} \), polarized along the \( z \) axis, of angular frequency \( \omega \), and of amplitude \( F \). The dominant part of the interaction Hamiltonian is \( \hat{H}_1 = -q \hat{z} F \cos \omega t \), i.e. the dipole electric interaction with the external electron. This interaction does not depend on the variable \( u \).

Assume the molecule is initially \( (t = 0) \) in its ground state (both electronic and vibrational). Using first order perturbation theory, write the transition probability to an arbitrary final state at time \( t \).

Show that a discrete number of transitions are allowed. Give the value \( \omega_n \) of the angular frequency of the external field corresponding to these allowed transitions, and give the wave functions of the corresponding excited states.
22.2.3. Show that the probability $P(\omega_n)$ that a field of frequency $\omega_n/(2\pi)$ excites the molecule factorizes into the product of an electronic excitation probability, and a probability $p_n$ of exciting the vibrational states of the nuclei. Show that

$$p_n = |A_{n,0}|^2 \quad \text{where} \quad A_{n,0} = \int \chi_n^*(u) \phi_0(u) \, du.$$ 

Making use of the results obtained in the first section, calculate $A_{n,0}$. What type of probability law is $p_n$?

What is the value $n_0 = \langle n \rangle$ for which the excitation of the molecular vibration occurs on the average? What is the root mean square deviation $\Delta n$?

22.2.4. Calculate $n_0$ and $\Delta n$ for a molecule where $M = 4 \times 10^{-27}$ kg, $\Omega = 2 \times 10^{14}$ s$^{-1}$, $b = 2$ Å, $c = 3$ Å.

22.2.5. In molecular physics, one frequently uses a principle based on semiclassical arguments, called the Franck–Condon principle, which states that when a transition occurs between two different electronic levels, “the distance between the nuclei does not change”. To be more specific, the electromagnetic transition is sufficiently fast that, if the nuclei were classically bound objects, neither their momenta nor their positions would change during the time interval of the transition.

Consequently, only the potential energy of the nuclei changes. This can be taken into account in a quantum mechanical calculation by assuming that, when the transition occurs, the parameter $b$ suddenly changes into $c$, the motion remaining harmonic.

Within this model, calculate in terms of $b$ and $c$ the classical variation of the vibration energy of the nuclei, assuming they are at rest initially.

Compare the result with the calculation of question 22.2.3, and show that this comparison provides a justification of the Franck–Condon principle.

22.2.6. Suppose there exists a very rapid relaxation mechanism in the excited electronic level so that the electronically excited molecules fall into the state of smallest vibrational energy $\psi_2(\mathbf{r})\chi_0(u)$. Towards which sub-levels $\psi_1(\mathbf{r})\phi_n(u)$ will electric dipole transitions occur preferentially?

What are the corresponding emission angular frequencies $\omega'_n$?

Let $n'_0 = \langle n' \rangle$; calculate with the data of question 22.2.4 the Boltzmann factor $N(E_{n'_0})/N(E_0) = \exp(-(E_{n'_0} - E_0)/kT)$ at room temperature ($kT \approx 0.025$ eV).

Assuming that $\epsilon_2 > \epsilon_1 + E_{n'_0}$, and that roughly $1–2\%$ of the molecules are excited by the oscillating field from the ground state of $\epsilon_1$ to the excited states of $\epsilon_2$, can you explain why such a system is well suited for achieving a laser source?
22.3 Solutions

Section 22.1

22.1.1. The proof is straightforward. We have

$$\hat{p} = \frac{\hbar}{i} \frac{\partial}{\partial x} \quad \Rightarrow \quad \hat{T}(d) = e^{-d \frac{\partial}{\partial x}} .$$

Therefore

$$\hat{T}(d) \psi(x) = \sum_{n=0}^{\infty} \frac{(-d)^n}{n!} \left( \frac{\partial}{\partial x} \right)^n \psi(x) ,$$

which is simply the Taylor expansion of $\psi(x-d)$.

22.1.2. The creation and annihilation operators are defined as

$$\hat{a} = \frac{1}{\sqrt{2}}(\hat{X} + i\hat{P}) , \quad \hat{a}^\dagger = \frac{1}{\sqrt{2}}(\hat{X} - i\hat{P})$$

with $\hat{P} = \hat{p}/\sqrt{\hbar M \Omega}$. Therefore,

$$\hat{p} = -i\sqrt{\frac{\hbar M \Omega}{2}} (\hat{a} - \hat{a}^\dagger) \quad \text{and} \quad \hat{T}(d) = \exp \left( -d \sqrt{\frac{M \Omega}{2\hbar}} (\hat{a} - \hat{a}^\dagger) \right) ,$$

which is the desired result, with

$$\alpha = -d \sqrt{\frac{M \Omega}{2\hbar}} .$$

22.1.3. We have

$$|0\rangle_d = \hat{T}(d) |0\rangle = e^{\alpha(\hat{a} - \hat{a}^\dagger)} |0\rangle = e^{-\alpha^2/2} e^{-\alpha \hat{a}^\dagger} e^{\alpha \hat{a}} |0\rangle ,$$

with $\alpha = -\lambda$. In addition,

$$\hat{a} |0\rangle = 0 \Rightarrow e^{\alpha \hat{a}} |0\rangle = |0\rangle \quad (\hat{a}^\dagger)^n |0\rangle = \sqrt{n!} |n\rangle .$$

Therefore,

$$|0\rangle_d = e^{-\lambda^2/2} \sum_{n=0}^{\infty} \frac{\lambda^n}{n!} (\hat{a}^\dagger)^n |0\rangle = e^{-\lambda^2/2} \sum_{n=0}^{\infty} \frac{\lambda^n}{\sqrt{n!}} |n\rangle .$$
Section 22.2

22.2.1. The energy levels of the total system (core+external electron) are

\[ E_n^{(1)} = \varepsilon_1 + (n + 1/2)\hbar\Omega \]
\[ E_n^{(2)} = \varepsilon_2 + (n + 1/2)\hbar\Omega . \]

Let \( \{f_n(u)\} \) be the wave functions of a harmonic oscillator centered at the origin \( u = 0 \). We have

\[ \phi_n(u) = f_n(u - b) \quad \chi_n(u) = f_n(u - c) \quad \phi_n(u) = \chi_n(u - (b - c)) ; \]

therefore

\[ \phi_n(u) = T(b - c) \chi_n(u) . \]

22.2.2. The transition probability from the initial state \( i \), of wave function \( \psi_1(r) \phi_0(u) \), to a final state \( f \) is at lowest order in \( F \):

\[ P_{i\rightarrow f}(t) = \frac{q^2 F^2}{4\hbar^2} |\langle f|\hat{z}|i\rangle|^2 \frac{\sin^2 \left( \frac{\omega - \omega_0}{2} t \right)}{\left( \frac{\omega - \omega_0}{2} \right)^2} , \]

where we have set

\[ \omega_0 = (E_f - E_i)/\hbar . \]

Consider the matrix element \( \langle f|\hat{z}|i\rangle \). It can be written as

\[ \langle f|\hat{z}|i\rangle = \int \psi_f^*(r) z \psi_1(r) \, d^3r \int \zeta_f^*(u) \phi_0(u) \, du , \]

where \( \zeta_f \) is some vibrational state of the nuclei. Therefore, the transitions inside the same electronic level are doubly forbidden:

- First, \( \int |\psi_1(r)|^2 z \, d^3r = 0 \) since the electronic wave function has generally a well defined symmetry (odd or even) with respect to the \( z \) axis.
- Secondly one has: \( \int \phi_n^*(u) \phi_0(u) \, du = \delta_{n,0} \).

The only transitions allowed a priori are those between different electronic levels, such as \( \varepsilon_1 \) and \( \varepsilon_2 \). The corresponding values of \( \omega_n \) are given by

\[ \hbar\omega_n = \varepsilon_2 - \varepsilon_1 + n\hbar\Omega \quad n = 0, 1, \ldots . \]

The wave function corresponding to the excited level \( \omega_n \) is \( \psi_2(r) \chi_n(u) \).

22.2.3. We have, at resonance,

\[ P_{i\rightarrow f}(t) = P_e p_n t^2 \]

with
\[ P_c = \frac{q^2 F^2}{4 \hbar^2} \left| \int \psi_2(r)^* z \psi_1(r) \, d^3r \right|^2 \]
and \[ p_n = |A_{n,0}|^2 \quad \text{with} \quad A_{n,0} = \int \chi_n^*(u) \phi_0(u) \, du \, . \]

From the results of the first section, we obtain
\[ \phi_0(u) = \chi_0(u - d) = e^{-\lambda^2/2} \sum_{n=0}^{\infty} \frac{\lambda^n}{\sqrt{n!}} \chi_n(u) \]
with \( d = b - c \) and \( \lambda = (b - c) \sqrt{\frac{M\Omega}{2\hbar}} \).

Since the \( \chi_n \) are orthogonal, we therefore obtain
\[ A_{n,0} = e^{-\lambda^2/2} \frac{\lambda^n}{\sqrt{n!}} \, , \quad p_n = |A_{n,0}|^2 = e^{-\lambda^2} \frac{\lambda^{2n}}{n!} \, , \]
which is a Poisson law.

The mean value and root mean square deviation are \( n_0 = \langle n \rangle = \lambda^2 = (b - c)^2 M\Omega/(2\hbar) \) and \( \Delta n = \sqrt{n_0} = |\lambda| \).

**22.2.4.** For \( c - b = 1 \text{Å} = 10^{-10} \text{ m}, M = 4 \times 10^{-27} \text{ kg}, \Omega = 2 \times 10^{14} \text{ s}^{-1} \), we obtain
\[ n_0 \approx 38 \quad \Delta n \approx 6 \, . \]

**22.2.5.** A classical oscillator centered on \( u_0 \) has an energy:
\[ E = \frac{p^2}{2M} + \frac{1}{2} M\Omega^2 (u - u_0)^2 \quad (u_0 = b \text{ or } c) \, . \]
The initial state is \( p = 0, u = u_0 = b, E_i = \epsilon_1 \), and the final state, if \( p \) and \( u \) have not changed, has an energy
\[ E_f = \epsilon_2 + \frac{1}{2} M\Omega^2 (b - c)^2 \, . \]
From the Franck–Condon principle, the energy of the final state should be \( E_f \).
In the quantum calculation, we have \( \langle E_f \rangle = \epsilon_2 + (n_0 + 1/2) \hbar\Omega \) and therefore:
\[ \langle E_f \rangle = \epsilon_2 + \frac{1}{2} (b - c)^2 M\Omega^2 + \frac{\hbar\Omega}{2} \, , \]
which is precisely, up to the zero-point energy term 1/2, the classical result.
Note that since \( n_0 \) and \( \Delta n \) are large, the 1/2 does not play any crucial role.
Fig. 22.1. Principle of a molecular laser: The excitation by the oscillating field followed by a rapid relaxation mechanism to $\psi_2(r)\chi_0(u)$ generates the required population inversion.

22.2.6. The calculation of Sects. 22.2.2 and 22.2.3 can be transposed symmetrically for emission. The probability of emitting on the transition

$$\psi_2(r)\chi_0(u) \rightarrow \psi_1(r)\phi_n(u)$$

at the frequency $\omega'_n = \varepsilon_2 - \varepsilon_1 - n\hbar\Omega$, is proportional to $|A_{n,0}|^2$ and it is maximum for the sub-energy levels $n'_0 \sim 38$ of the electronic ground state.

The Boltzmann factor $N(E_{38})/N(E_0) \sim 10^{-87}$ is extremely small at room temperature. The population of the sublevels $n \sim 38$ of the electronic ground state at room temperature is negligible.

The process under consideration therefore allows one to achieve a population inversion between the vibrational ground state of the electronically excited manifold $E_0^{(2)}$ and the excited states of the electronic ground state manifold $E_n^{(1)}$ (with $n \sim 38$) since an appreciable fraction of the molecules will have been excited to $E_0^{(2)}$ by the incident radiation (see Fig. 22.1). This population inversion can be used to generate stimulated emission, and, therefore, to create a laser oscillation.
23. Energy Loss by Ions in Matter

When a charged particle travels through condensed matter, it loses its kinetic energy gradually by transferring it to the electrons of the medium. In this chapter we evaluate the energy loss of the particle as a function of its mass and its charge, by studying the modifications that the state of an atom undergoes when a charged particle passes in its vicinity. We show how this process can be used to identify the products of a nuclear reaction.

The electric potential created by the moving particle appears as a time-dependent perturbation in the atom's Hamiltonian. In order to simplify the problem, we shall consider the case of an atom with a single external electron. The nucleus and the internal electrons will be treated globally as a core of charge \( +q \), infinitely massive and, therefore, fixed in space. We also assume that the incident particle of charge \( Z_1 q \) is heavy and non-relativistic, and that its kinetic energy is large enough so that in good approximation its motion can be considered linear and uniform, of constant velocity \( v \), when it interacts with an atom.

Here \( q \) denotes the unit charge and we put \( e^2 = q^2/(4\pi \varepsilon_0) \). We consider the \( x, y \) plane defined by the trajectory of the particle and the center of gravity of the atom, which is chosen to be the origin, as shown on Fig. 23.1.

Let \( R(t) \) be the position of the particle at time \( t \) and \( r = (x, y, z) \) the coordinates of the electron of the atom. The impact parameter is \( b \) and the notation is specified in Fig. 23.1. The time at which the particle passes nearest

![Fig. 23.1. Definition of the coordinates.](image-url)
to the atom, i.e. \( x = b, y = 0 \) is denoted \( t = 0 \). We write \( E_n \) and \( |n\rangle \) for the 
energy levels and corresponding eigenstates of the atom in the absence of an 
external perturbation.

### 23.1 Energy Absorbed by One Atom

#### 23.1.1. Write the expression for the time-dependent perturbing potential 
\( \hat{V}(t) \) due to the presence of the charged particle.

#### 23.1.2. We assume that the impact parameter \( b \) is much larger than the 
typical atomic size, i.e. \( b \gg \langle r \rangle \), so that \( |\mathbf{R}(t)| \gg |r| \) for all \( t \). Replace \( \hat{V}(t) \) 
by its first order expansion in \( |r|/|\mathbf{R}| \) and express the result in terms of the 
coordinates \( x \) and \( y \) of the electron, and of \( b, v \) and \( t \).

#### 23.1.3. Initially, at time \( t = -\infty \), the atom is in a state \( |\bar{i}\rangle \) of energy \( E_i \). 
Using first order time-dependent perturbation theory, write the probability 
amplitude \( \gamma_{if} \) to find the atom in the final state \( |f\rangle \) of energy \( E_f \) after the 
charged particle has passed \( (t = +\infty) \). We set \( \omega_{fi} = (E_f - E_i)/\hbar \) and we 
only consider the case \( E_f \neq E_i \).

#### 23.1.4. The calculation of \( \gamma_{if} \) involves the Bessel function \( K_0(z) \). One has
\[
\int_0^\infty \frac{\cos \omega t}{(\beta^2 + t^2)^{1/2}} \, dt = K_0(\omega \beta) \quad \int_0^\infty \frac{t \sin \omega t}{(\beta^2 + t^2)^{3/2}} \, dt = \omega K_0(\omega \beta).
\]

Express \( \gamma_{if} \) in terms of \( K_0 \) and its derivative.
The asymptotic behavior of \( K_0 \) is \( K_0(z) \simeq -\ln z \) for \( z \ll 1 \), and \( K_0(z) \simeq \sqrt{2\pi/z} \, e^{-z} \) for \( z \gg 1 \). Under what condition on the parameters \( \omega_{fi} \), \( b \) and \( v \) 
is the transition probability \( P_{if} = |\gamma_{if}|^2 \) large?

Show that, in that case, one obtains
\[
P_{if} \simeq \left( \frac{2Z_1e^2}{\hbar bv} \right)^2 |\langle f|\hat{x}|\bar{i}\rangle|^2.
\]

#### 23.1.5. Give the physical interpretation of the condition derived above. Show 
that, given the parameters of the atom, the crucial parameter is the effective 
interaction time, and give a simple explanation of this effect.

### 23.2 Energy Loss in Matter

We assume in the following that the Hamiltonian of the atom is of the form
\[
\hat{H}_0 = \frac{\hat{p}^2}{2m} + V(\hat{r})
\]
23.2.1. Thomas–Reiche–Kuhn sum rule.

(a) Calculate the commutator \([\hat{x}, \hat{H}_0]\).
(b) Deduce from this commutator a relation between the matrix elements \(\langle i | \hat{x} | f \rangle\) and \(\langle i | \hat{p} | f \rangle\), where \(|i\rangle\) and \(|f\rangle\) are eigenstates of \(\hat{H}_0\).
(c) Applying a closure relation to \([\hat{x}, \hat{p}] = i\hbar\), show that:

\[
\frac{2m}{\hbar^2} \sum_f (E_f - E_i)|\langle f | \hat{x} | i \rangle|^2 = 1
\]

for all eigenstates \(|i\rangle\) of \(H_0\).

23.2.2. Using the Thomas–Reiche–Kuhn sum rule, calculate the expectation value \(\delta E\) of the energy loss of the incident particle when it interacts with the atom.

Let \(E\) be the energy of the particle before the interaction. Which parameters does the product \(E \delta E\) depend on?

23.2.3. Experimental application. We are now interested in incident particles which are fully ionized atoms \((Z_1 = Z\), where \(Z\) is the atomic number\), whose masses are, to a good approximation, proportional to the mass number \(A = Z + N\) (where \(N\) is the number of neutrons of the isotope). When these ions traverse condensed matter, they interact with many atoms of the medium, and their energy loss implies some averaging over the random impact parameter \(b\). The previous result then takes the form

\[
E \delta E = kZ^2A,
\]

where the constant \(k\) depends on the nature of the medium.

Semiconductor detectors used for the identification of the nuclei in nuclear reactions are based on this result. In the following example, the ions to be identified are the final state products of a reaction induced by 113 MeV nitrogen ions impinging on a target of silver atoms.

In Fig. 23.2 each point represents an event, i.e. the energy \(E\) and energy loss \(\delta E\) of an ion when it crosses a silicon detector. The reference point corresponds to the isotope \(A = 12\) of carbon \(_6^{12}\)C (we use the notation \(_Z^A\)N for a nucleus charge \(Z\) and mass number \(A\)) which loses \(\delta E = 30\) MeV at an energy \(E = 50\) MeV.

- Calculate the constant \(k\) and the theoretical prediction for the energy loss at 60 and 70 MeV. Put the corresponding points on the figure.
- Assuming the reaction could produce the following isotopes:
  - boron, \(Z = 5\), \(A = 10, 11, 12\)
  - carbon, \(Z = 6\), \(A = 11, 12, 13, 14\)
  - nitrogen \(Z = 7\), \(A = 13, 14, 15, 16\),

what nuclei are effectively produced in the reaction? Justify your answers by putting the points corresponding to \(E = 50\) MeV and \(E = 70\) MeV on the figure.
**Fig. 23.2.** Energy loss $\delta E$ versus energy $E$ through a silicon detector, of the final products of a reaction corresponding to 113 MeV nitrogen ions impinging on a target of silver atoms.

### 23.3 Solutions

#### Section 23.1

**23.1.1.** The interaction potential between the particle and the atom is the sum of the Coulomb interactions between the particle and the core, and those between the particle and the outer electron:

$$\hat{V}(t) = \frac{Z_1 e^2}{R(t)} - \frac{Z_1 e^2}{|R(t) - \hat{r}|}.$$ 

**23.1.2.** For $|R| \gg \langle |r| \rangle$, we have

$$\frac{1}{|R - r|} = (R^2 - 2R \cdot r + r^2)^{-1/2} \approx \frac{1}{R} + \frac{r \cdot R}{R^3}.$$
Therefore
\[ \hat{V}(t) \simeq -\frac{Z_1 e^2}{R^3(t)} \hat{r} \cdot R(t). \]

Since \( R(t) = (b, vt, 0) \), we obtain
\[ \hat{V}(t) \simeq -\frac{Z_1 e^2}{(b^2 + v^2 t^2)^{3/2}} (\hat{x}b + \hat{y}vt). \]

### 23.1.3. To first order in \( \hat{V} \), the probability amplitude is
\[ \gamma_{if} = \frac{1}{i\hbar} \int_{-\infty}^{+\infty} e^{i\omega_{fi} t} \langle f | \hat{V}(t) | i \rangle \, dt. \]

Inserting the value found above for \( \hat{V}(t) \), we find
\[ \gamma_{if} = -\frac{1}{i\hbar} \int_{-\infty}^{+\infty} \frac{Z_1 e^2 e^{i\omega_{fi} t}}{(b^2 + v^2 t^2)^{3/2}} (b \langle f | \hat{x} | i \rangle + vt \langle f | \hat{y} | i \rangle) \, dt. \]

### 23.1.4. One has
\[ \int_0^{\infty} \frac{\cos \omega t \, dt}{(\beta^2 + t^2)^{3/2}} = -\frac{1}{\beta} \frac{d}{d\beta} K_0(\omega\beta) = -\frac{\omega}{\beta} K'_0(\omega\beta). \]

Setting \( \beta = b/v \), the amplitude \( \gamma_{if} \) is
\[ \gamma_{if} = \frac{2Z_1 e^2 \omega_{fi}}{\hbar v b^2} (K_0(\omega_{fi} b/v) \langle f | \hat{y} | i \rangle - K'_0(\omega_{fi} b/v) \langle f | \hat{x} | i \rangle). \]

The probability \( P_{if} = |\gamma_{if}|^2 \) is large if \( K_0 \) or \( K'_0 \) are also large. This happens for \( \omega_{fi} b/v \ll 1 \). In this limit, \( K_0(z) \sim -\ln z \) and \( K'_0(z) \sim -1/z \), and we obtain
\[ \gamma_{if} = \frac{2Z_1 e^2}{\hbar v b} \left( \langle f | \hat{x} | i \rangle - \langle f | \hat{y} | i \rangle \frac{\omega_{fi} b}{v} \ln \frac{\omega_{fi} b}{v} \right). \]

Since \( |\langle f | \hat{x} | i \rangle| \simeq |\langle f | \hat{y} | i \rangle| \), one can neglect the second term (\( x \ln x \ll 1 \) for \( x \ll 1 \)) and we obtain, for \( \omega_{fi} b/v \ll 1 \),
\[ P_{if} = |\gamma_{if}|^2 \simeq \left( \frac{2Z_1 e^2}{\hbar v b} \right)^2 |\langle f | \hat{x} | i \rangle|^2. \]

### 23.1.5. The time \( \tau = b/v \) is the characteristic time during which the interaction is important, as we can see on the above formulas. For \( t \gg \tau \), the interaction is negligible.

The condition \( \omega_{fi} \tau \ll 1 \) means that the interaction time \( \tau \) must be much smaller than the Bohr period \( \sim 1/\omega_{fi} \) of the atom. The perturbation \( \hat{V}(t) \)
must have a large Fourier component at $\omega = \omega_{f_i}$ if we want the probability $P_{i_f}$ to be significant (the shorter in time the perturbation, the larger the spread of its Fourier transform in frequency). In the opposite limiting case, where the perturbation is infinitely slow, the atom is not excited.

This observation provides an alternative way to evaluate the integrals of question 22.1.3. The only values of $t$ which contribute significantly are those for which $t$ is not too large, compared to $\tau$ (say $|t| \ll 10 \tau$). If $\omega_{f_i} \tau \ll 1$, one can replace $e^{i\omega_{f_i} t}$ by 1 in these integrals; the second integral is then zero for symmetry reasons and the first one is easily evaluated, and gives the desired result.

Section 23.2

23.2.1. Thomas–Reiche–Kuhn sum rule.

(a) We find $[\dot{x}, \hat{H}_0] = i\hbar \dot{p}/m$.

(b) Taking the matrix element of this commutator between two eigenstates $|i\rangle$ and $|f\rangle$ of $\hat{H}_0$, we obtain:

$$\frac{i\hbar}{m} \langle f | \dot{p} | i \rangle = \langle f | [\dot{x}, \hat{H}_0] | i \rangle = (E_i - E_f) \langle f | \dot{x} | i \rangle.$$ 

(c) We now take the matrix element of $[\dot{x}, \hat{p}] = i\hbar$ between $\langle i |$ and $| i \rangle$ and we use the closure relation:

$$i\hbar = \sum_f \langle i | \dot{x} | f \rangle \langle f | \dot{p} | i \rangle - \sum_f \langle i | \dot{p} | f \rangle \langle f | \dot{x} | i \rangle$$

$$= \frac{m}{i\hbar} \sum_f (E_i - E_f) \langle |f| \dot{x} |i\rangle^2 - \frac{m}{i\hbar} \sum_f (E_f - E_i) \langle |i| \dot{x} |f\rangle^2$$

$$= \frac{2m}{i\hbar} \sum_f (E_i - E_f) \langle |f| \dot{x} |i\rangle^2 ,$$

which proves the Thomas–Reiche–Kuhn sum rule.

23.2.2. The expectation value $\delta E$ of the energy transferred to the atom is

$$\delta E = \sum_f (E_f - E_i) P_{i_f} = \left( \frac{2Z_1 e^2}{\hbar bv} \right)^2 \sum_f (E_f - E_i) \langle |f| \dot{x} |i\rangle^2 .$$

Making use of the Thomas–Reiche–Kuhn sum rule, we obtain

$$\delta E = \frac{2Z_1^2 e^4}{mb^2 v^2} ,$$

where $m$ is the electron mass. If the ion has mass $M$, its kinetic energy is $E = M v^2/2$, and we therefore obtain a very simple expression:

$$E \delta E = \frac{M}{m} \left( \frac{Z_1 e^2}{b} \right)^2 ,$$
where we see that the product $E \delta E$ does not depend on the energy of the incident particle, but is proportional to its mass and to the square of its charge.

23.2.3. With the $^{12}_6$C point, one obtains $k = 3.47$. We have put the calculated points of the various isotopes on Fig. 23.3.

We make the following observations:

- For boron, the isotopes $^{10}$B and $^{11}$B are produced, but not $^{12}$B.
- For carbon, $^{12}$C is produced more abundantly than $^{13}$C, $^{14}$C and $^{11}$C.
- For nitrogen, there is an abundant production of $^{14}$N, a smaller production of $^{15}$N, but practically no $^{13}$N or $^{16}$N.

Fig. 23.3. Interpretation of the data of Fig. 23.2.
24. Properties of a Bose–Einstein Condensate

By cooling down a collection of integer spin atoms to a temperature of less than one micro-Kelvin, one can observe the phenomenon of Bose–Einstein condensation. This results in a situation where a large fraction of the atoms are in the same quantum state. Consequently, the system possesses remarkable coherence properties. We study here the ground state of such an $N$ particle system, hereafter called a condensate; we will show that the nature of the system depends crucially on whether the two-body interactions between the atoms are attractive or repulsive.

24.1 Particle in a Harmonic Trap

We consider a particle of mass $m$ placed in a harmonic potential with a frequency $\omega/2\pi$. The Hamiltonian of the system is

$$\hat{H} = \frac{\hat{p}^2}{2m} + \frac{1}{2}m\omega^2\hat{r}^2,$$

where $\hat{r} = (\hat{x}, \hat{y}, \hat{z})$ and $\hat{p} = (\hat{p}_x, \hat{p}_y, \hat{p}_z)$ are respectively the position and momentum operators of the particle. We set $a_0 = \sqrt{\hbar/(m\omega)}$.

24.1.1. Recall the energy levels of this system, and its ground state wave function $\phi_0(r)$.

24.1.2. We wish to obtain an upper bound on this ground state energy by the variational method. We use a Gaussian trial wave function:

$$\psi_\sigma(r) = \frac{1}{(\sigma^2\pi)^{3/4}} \exp(-r^2/(2\sigma^2)) \quad \text{with} \quad \sigma > 0.$$  \hspace{1cm} (24.1)

The values of a relevant set of useful integrals are given below.

By varying $\sigma$, find an upper bound on the ground state energy. Compare the bound with the exact value, and comment on the result.
Formulas:

\[
\int |\psi_\sigma(\mathbf{r})|^2 \, dx \, dy \, dz = 1 \quad \quad \int |\psi_\sigma(\mathbf{r})|^4 \, dx \, dy \, dz = \frac{1}{(2\pi)^3/2} \frac{1}{\sigma^3} \\
\int x^2 |\psi_\sigma(\mathbf{r})|^2 \, dx \, dy \, dz = \frac{\sigma^2}{2} \quad \quad \int \left| \frac{\partial \psi_\sigma(\mathbf{r})}{\partial x} \right|^2 \, dx \, dy \, dz = \frac{1}{2\sigma^2}
\]

24.2 Interactions Between Two Confined Particles

We now consider two particles of equal masses \(m\), both placed in the same harmonic potential. We denote the position and momentum operators of the two particles by \(\hat{\mathbf{r}}_1, \hat{\mathbf{r}}_2\) and \(\hat{\mathbf{p}}_1, \hat{\mathbf{p}}_2\).

24.2.1. In the absence of interactions between the particles, the Hamiltonian of the system is

\[
\hat{H} = \frac{\hat{\mathbf{p}}_1^2}{2m} + \frac{\hat{\mathbf{p}}_2^2}{2m} + \frac{1}{2}m\omega^2 \hat{\mathbf{r}}_1^2 + \frac{1}{2}m\omega^2 \hat{\mathbf{r}}_2^2.
\]

(a) What are the energy levels of this Hamiltonian?
(b) What is the ground state wave function \(\Phi_0(\mathbf{r}_1, \mathbf{r}_2)\)?

24.2.2. We now suppose that the two particles interact via a potential \(v(\mathbf{r}_1 - \mathbf{r}_2)\). We assume that, on the scale of \(a_0\), this potential is of very short range and that it is peaked around the origin. Therefore, for two functions \(f(\mathbf{r})\) and \(g(\mathbf{r})\) which vary appreciably only over domains larger than \(a_0\), one has

\[
\iint f(\mathbf{r}_1)g(\mathbf{r}_2)v(\mathbf{r}_1 - \mathbf{r}_2) \, d^3r_1 \, d^3r_2 \approx \frac{4\pi\hbar^2a}{m} \int f(\mathbf{r})g(\mathbf{r}) \, d^3r. \tag{24.2}
\]

The quantity \(a\), which is called the scattering length, is a characteristic of the atomic species under consideration. It can be positive (repulsive interaction) or negative (attractive interaction). One can measure for instance that for sodium atoms (isotope \(^{23}\text{Na}\)) \(a = 3.4\) nm, whereas \(a = -1.5\) nm for lithium atoms (isotope \(^{7}\text{Li}\)).

(a) Using perturbation theory, calculate to first order in \(a\) the shift of the ground state energy of \(\hat{H}\) caused by the interaction between the two atoms. Comment on the sign of this energy shift.
(b) Under what condition on \(a\) and \(a_0\) is this perturbative approach expected to hold?
24.3 Energy of a Bose–Einstein Condensate

We now consider $N$ particles confined in the same harmonic trap of angular frequency $\omega$. The particles have pairwise interactions through the potential $v(r)$ defined by (24.2). The Hamiltonian of the system is

$$
\hat{H} = \sum_{i=1}^{N} \left( \frac{\hat{p}_i^2}{2m} + \frac{1}{2} m \omega^2 \hat{r}_i^2 \right) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} v(\hat{r}_i - \hat{r}_j).
$$

In order to find an (upper) estimate of the ground state energy of the system, we use the variational method with factorized trial wave functions of the type:

$$
\Psi_\sigma(r_1, r_2, \ldots, r_N) = \psi_\sigma(r_1) \psi_\sigma(r_2) \cdots \psi_\sigma(r_N),
$$

where $\psi_\sigma(r)$ is defined in (24.1).

24.3.1. Calculate the expectation values of the kinetic energy, of the potential energy and of the interaction energy, if the $N$ particle system is in the state $|\Psi_\sigma\rangle$:

$$
E_k(\sigma) = \langle \Psi_\sigma | \sum_{i=1}^{N} \frac{\hat{p}_i^2}{2m} | \Psi_\sigma \rangle \quad E_p(\sigma) = \langle \Psi_\sigma | \sum_{i=1}^{N} \frac{1}{2} m \omega^2 \hat{r}_i^2 | \Psi_\sigma \rangle
$$

$$
E_{\text{int}}(\sigma) = \langle \Psi_\sigma | \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1, j\neq i}^{N} v(\hat{r}_i - \hat{r}_j) | \Psi_\sigma \rangle
$$

We set $E(\sigma) = \langle \Psi_\sigma | \hat{H} | \Psi_\sigma \rangle$.

24.3.2. We introduce the dimensionless quantities $\tilde{E}(\sigma) = E(\sigma)/(N \hbar \omega)$ and $\tilde{\sigma} = \sigma/a_0$. Give the expression of $\tilde{E}$ in terms of $\tilde{\sigma}$. Cast the result in the form

$$
\tilde{E}(\sigma) = \frac{3}{4} \left( \frac{1}{\tilde{\sigma}^2} + \tilde{\sigma}^2 \right) + \frac{\eta}{\tilde{\sigma}^3}
$$

and express the quantity $\eta$ as a function of $N$, $a$ and $a_0$. In all what follows, we shall assume that $N \gg 1$.

24.3.3. For $a = 0$, recall the ground state energy of $\hat{H}$.

24.4 Condensates with Repulsive Interactions

In this part, we assume that the two-body interaction between the atoms is repulsive, i.e. $a > 0$.

24.4.1. Draw qualitatively the value of $\tilde{E}$ as a function of $\tilde{\sigma}$. Discuss the variation with $\eta$ of the position of its minimum $\tilde{E}_{\text{min}}$. 
24.4.2. We consider the case $\eta \gg 1$. Show that the contribution of the kinetic energy to $\tilde{E}$ is negligible. In that approximation, calculate an approximate value of $E_{\text{min}}$.

24.4.3. In this variational calculation, how does the energy of the condensate vary with the number of atoms $N$? Compare the prediction with the experimental result shown in Fig. 24.1.

24.4.4. Figure 24.1 has been obtained with a sodium condensate (mass $m = 3.8 \times 10^{-26}$ kg) in a harmonic trap of frequency $\omega/(2\pi) = 142$ Hz.

(a) Calculate $a_0$ and $h\omega$ for this potential.
(b) Above which value of $N$ does the approximation $\eta \gg 1$ hold?
(c) Within the previous model, calculate the value of the sodium atom scattering length that can be inferred from the data of Fig. 24.1. Compare the result with the value obtained in scattering experiments $a = 3.4$ nm. Is it possible a priori to improve the accuracy of the variational method?

![Fig. 24.1. Energy per atom $E/N$ in a sodium condensate, as a function of the number of atoms $N$ in the condensate.](image)

24.5 Condensates with Attractive Interactions

We now suppose that the scattering length $a$ is negative.

24.5.1. Draw qualitatively $\tilde{E}$ as a function of $\tilde{\sigma}$.

24.5.2. Comment on the approximation (24.2) in the region $\sigma \to 0$.

24.5.3. Show that there exists a critical value $\eta_c$ of $|\eta|$ above which $\tilde{E}$ no longer has a local minimum for a value $\tilde{\sigma} \neq 0$. Calculate the corresponding size $\sigma_c$ as a function of $a_0$. 

24.5.4. In an experiment performed with lithium atoms \((m = 1.17 \times 10^{-26} \text{ kg})\), it has been noticed that the number of atoms in the condensate never exceeds 1200 for a trap of frequency \(\omega/(2\pi) = 145 \text{ Hz}\). How can this result be explained?

### 24.6 Solutions

**Section 24.1**

#### 24.1.1. The Hamiltonian of a three-dimensional harmonic oscillator can be written

\[
\hat{H} = \hat{H}_x + \hat{H}_y + \hat{H}_z ,
\]

where \(\hat{H}_i\) represents a one dimensional harmonic oscillator of same frequency along the axis \(i = x, y, z\). We therefore use a basis of eigenfunctions of \(\hat{H}\) of the form \(\phi(x, y, z) = \chi_{n_x}(x) \chi_{n_y}(y) \chi_{n_z}(z)\), i.e. products of eigenfunctions of \(\hat{H}_x, \hat{H}_y, \hat{H}_z\), where \(\chi_n(x)\) is the \(n\)th Hermite function. The eigenvalues of \(\hat{H}\) can be written as \(E_n = (n + 3/2)\hbar\omega\), where \(n = n_x + n_y + n_z\) is a non-negative integer.

The ground state wave function, of energy \((3/2)\hbar\omega\), corresponds to \(n_x = n_y = n_z = 0\), i.e.

\[
\phi_0(r) = \frac{1}{(a_0^2\pi)^{3/4}} \exp[-r^2/(2a_0^2)] .
\]

#### 24.1.2. The trial wave functions \(\psi_\sigma\) are normalized. In order to obtain an upper bound for the ground-state energy of \(\hat{H}\), we must calculate \(E(\sigma) = \langle \psi_\sigma | \hat{H} | \psi_\sigma \rangle\) and minimize the result with respect to \(\sigma\). Using the formulas given in the text, one obtains

\[
\langle \psi_\sigma | \frac{\hat{p}^2}{2m} | \psi_\sigma \rangle = 3 \frac{\hbar^2}{2m} \frac{1}{2\sigma^2} \quad \langle \psi_\sigma | \frac{1}{2} m\omega^2 r^2 | \psi_\sigma \rangle = 3 \frac{m\omega^2}{2} \frac{\sigma^2}{2}
\]

and

\[
E(\sigma) = \frac{3}{4} \hbar\omega \left( \frac{a_0^2}{\sigma^2} + \frac{\sigma^2}{a_0^2} \right) .
\]

This quantity is minimum for \(\sigma = a_0\), and we find \(E_{\text{min}}(\sigma) = (3/2)\hbar\omega\). In this particular case, the upper bound coincides with the exact result. This is due to the fact that the set of trial wave functions contains the ground state wave function of \(\hat{H}\).
Section 24.2

24.2.1.

(a) The Hamiltonian $\hat{H}$ can be written as $\hat{H} = \hat{H}_1 + \hat{H}_2$, where $\hat{H}_1$ and $\hat{H}_2$ are respectively the Hamiltonians of particle 1 and particle 2. A basis of eigenfunctions of $\hat{H}$ is formed by considering products of eigenfunctions of $\hat{H}_1$ (functions of the variable $r_1$) and eigenfunctions of $\hat{H}_2$ (functions of the variable $r_2$). The energy eigenvalues are $E_n = (n + 3)\hbar \omega$, where $n$ is a non-negative integer.

(b) The ground state of $\hat{H}$ is:

$$\Phi_0(r_1, r_2) = \phi_0(r_1) \phi_0(r_2) = \frac{1}{a_0^3 \pi^{3/2}} \exp \left[-(r_1^2 + r_2^2)/(2a_0^2)\right].$$

24.2.2.

(a) Since the ground state of $\hat{H}$ is non-degenerate, its shift to first order in $a$ can be written as

$$\Delta E = \langle \Phi_0 | \hat{v} | \Phi_0 \rangle = \iint |\Phi_0(r_1, r_2)|^2 v(r_1 - r_2) d^3r_1 d^3r_2$$

$$\simeq \frac{4\pi \hbar^2 a}{m} \int |\phi_0(r)|^4 d^3r = \frac{4\pi \hbar^2 a}{m} \frac{1}{(2\pi)^{3/2}} \frac{1}{a_0^3}$$

therefore

$$\frac{\Delta E}{\hbar \omega} = \sqrt{\frac{2}{\pi}} \frac{a}{a_0}.$$  

For a repulsive interaction ($a > 0$), there is an increase in the energy of the system. Conversely, in the case of an attractive interaction ($a < 0$), the ground state energy gets lowered.

(b) The perturbative approach yields a good approximation provided the energy shift $\Delta E$ is small compared to the level spacing $\hbar \omega$ of $\hat{H}$. Therefore, one must have $|a| \ll a_0$, i.e. the scattering length must be small compared to the spreading of the ground state wave function.

Section 24.3

24.3.1. Using the formulas provided in the text, one obtains:

$$E_k(\sigma) = N \frac{3}{4} \frac{\hbar^2}{m \sigma^2} \quad E_p(\sigma) = N \frac{3}{4} m \omega^2 \sigma^2$$

$$E_{int}(\sigma) = \frac{N(N - 1)}{2} \sqrt{\frac{2}{\pi}} \hbar \omega \frac{a a_0^2}{\sigma^3}.$$  

Indeed, there are $N$ kinetic energy and potential energy terms, and $N(N - 1)/2$ pairs which contribute to the interaction energy.
24.3.2. With the change of variables introduced in the text, one finds

\[
\tilde{E}(\sigma) = \frac{3}{4} \left( \frac{1}{\tilde{\sigma}^2} + \tilde{\sigma}^2 \right) + \frac{N - 1}{\sqrt{2\pi}} \frac{a}{a_0} \frac{1}{\tilde{\sigma}^3}
\]

so that

\[
\eta = \frac{N - 1}{\sqrt{2\pi}} \frac{a}{a_0}.
\]

24.3.3. If the scattering length is zero, there is no interaction between the particles. The ground state of the system is the product of the \(N\) functions \(\phi_0(r_i)\) and the ground state energy is \(E = (3/2)N\hbar\omega\).

Section 24.4

24.4.1. Figure 24.2 gives the variation of \(\tilde{E}(\tilde{\sigma})\) as a function of \(\tilde{\sigma}\) for increasing values of \(\eta\). The value of the function at a given value of \(\tilde{\sigma}\) increases as \(\eta\) increases. For large \(\tilde{\sigma}\), the behavior of \(\tilde{E}\) does not depend on \(\eta\). It is dominated by the potential energy term \(3\tilde{\sigma}^2/4\).

The minimum \(\tilde{E}_{\text{min}}\) increases as \(\eta\) increases. This minimum corresponds the point where the potential energy term, which tends to favor small values of \(\sigma\), matches the kinetic and interaction energy terms which, on the contrary, favor large sizes \(\sigma\). Since the interactions are repulsive, the size of the system is larger than in the absence of interactions, and the corresponding energy is also increased.

![Diagram of \(\tilde{E}(\tilde{\sigma})\) vs. \(\tilde{\sigma}\) for \(\eta = 0, 10, 100, 1000\) (from bottom to top).]

24.4.2. Let us assume \(\eta\) is much larger than 1 and let us neglect a priori the kinetic energy term \(1/\tilde{\sigma}^2\). The function \((3/4)\tilde{\sigma}^2 + \eta/\tilde{\sigma}^3\) is minimum for \(\tilde{\sigma}_{\text{min}} = (2\eta)^{1/5}\) where its value is

\[
\tilde{E}_{\text{min}} = \frac{5}{4}(2\eta)^{2/5}.
\]
One can check a posteriori that it is legitimate to neglect the kinetic energy term \(1/\bar{\sigma}^2\). In fact it is always smaller than one of the two other contributions to \(\tilde{E}\):

- For \(\bar{\sigma} < \bar{\sigma}_{\text{min}}\), one has \(1/\bar{\sigma}^2 \ll \eta/\bar{\sigma}^3\).
- For \(\bar{\sigma} > \bar{\sigma}_{\text{min}}\), one has \(1/\bar{\sigma}^2 \ll \bar{\sigma}^2\).

24.4.3. For a number of atoms \(N \gg 1\), the energy of the system as calculated by the variational method is

\[
\frac{E}{N} = \frac{5}{4} \hbar \omega \left( \sqrt{\frac{2}{\pi}} N \frac{a}{a_0} \right)^{2/5}.
\]  \hspace{1cm} (24.3)

This variation of \(E/N\) as \(N^{2/5}\) is very well reproduced by the data. In Fig. 24.3 we have plotted a fit of the data with this law. One finds \(E/N \simeq \alpha N^{2/5}\) with \(\alpha = 8.2 \times 10^{-33}\) Joule.

![Graph](image.png)

**Fig. 24.3.** Fit of the experimental data with an \(N^{2/5}\) law.

24.4.4.

(a) One finds \(a_0 = 1.76 \, \mu m\) and \(\hbar \omega = 9.4 \times 10^{-32}\) Joule.

(b) Consider the value \(a = 3.4\) nm given in the text. The approximation \(\eta \gg 1\) will hold if \(N \gg 1300\). This is clearly the case for the data of Fig. 24.1.

(c) The coefficient \(\alpha = 8.2 \times 10^{-33}\) Joule found by fitting the data leads to \(a = 2.8\) nm. This value is somewhat lower than the expected value \(a = 3.4\) nm. This is due to the fact that the result (24.3), \(E/(N\hbar \omega) \simeq 1.142 \left( Na/a_0 \right)^{2/5}\), obtained in a variational calculation using simple Gaussian trial functions, does not yield a sufficiently accurate value of the ground state energy. With more appropriate trial wave functions,
one can obtain, in the mean field approximation and in the limit $\eta \gg 1$: 
$E_{gs}/(N\hbar \omega) \approx 1.055 (Na/a_0)^{2/5}$. The fit to the data is then in agreement 
with the experimental value of the scattering length.

Section 24.5

24.5.1. The function $\tilde{E}(\tilde{\sigma})$ is represented in Fig. 24.4. We notice that it has 
a local minimum only for small enough values of $\eta$. For $\eta < 0$, there is always 
a minimum at 0, where the function tends to $-\infty$.

![Graph of $\tilde{E}(\tilde{\sigma})$ for different values of $\eta$](image)

Fig. 24.4. Plot of $\tilde{E}(\tilde{\sigma})$ for $\eta = 0; \eta = -0.1; \eta = -0.27; \eta = -1$ (from top to bottom).

24.5.2. The absolute minimum at $\sigma = 0$ corresponds to a highly compressed 
atomic cloud. For such small sizes, approximation (24.2) for a “short range” 
potential loses its meaning. Physically, one must take into account the formation 
of molecules and/or atomic aggregates which have not been considered 
here.

24.5.3. The local minimum at $\tilde{\sigma} \neq 0$ disappears when $\tilde{E}(\tilde{\sigma})$ has an inflexion 
point where the derivative vanishes. This happens for a critical value of $\eta$ 
determined by the two conditions:

$$\frac{d\tilde{E}}{d\tilde{\sigma}} = 0 \quad \frac{d^2\tilde{E}}{d\tilde{\sigma}^2} = 0.$$ 

This leads to the system

$$0 = -\frac{1}{\tilde{\sigma}^4} + 1 - \frac{2\eta}{\tilde{\sigma}^5}$$

$$0 = \frac{3}{\tilde{\sigma}^4} + 1 + \frac{8\eta}{\tilde{\sigma}^5}$$
from which we obtain

\[ |\eta_c| = \frac{2}{5^{5/4}} \approx 0.27 \]

\[ \sigma_c = \frac{1}{5^{1/4}} \approx 0.67 \]

or \( \sigma_c \approx 0.67 \ a_0 \). If the local minimum exists, i.e. for \( |\eta| < |\eta_c| \), one can hope to obtain a metastable condensate, whose size will be of the order of the minimum found in this variational approach. On the other hand, if one starts with a value of \( |\eta| \) which is too large, for instance by trying to gather too many atoms, the condensate will collapse, and molecules will form.

**24.5.4.** For the given experimental data one finds \( a_0 = 3.1 \ \mu m \), and a critical number of atoms:

\[ N_c = \sqrt{2\pi} \ \eta_c \ \frac{a_0}{|\alpha|} \sim 1400 \]

in good agreement with experimental observations.

**Further Comments**


The experimental data shown in this problem for a sodium condensate come from the results published by M.-O. Mewes, M.R. Andrews, N.J. van Druten, D.M. Kurn, D.S. Durfee, and W. Ketterle, Phys. Rev. Lett. **77**, 416 (1996). The measurement of the energy \( E/N \) is done by suddenly switching off the confining potential and by measuring the resulting ballistic expansion. The motion of the atoms in this expansion essentially originates from the conversion of the potential energy of the atoms in the trap into kinetic energy.

The experimental results on lithium have been reported by C. Bradley, C.A. Sackett, and R.G. Hulet, Phys. Rev. Lett. **78**, 985 (1997).
25. Quantum Reflection of Atoms from a Surface

This chapter deals with the reflection of very slow hydrogen atoms from a surface of liquid helium. In particular, we estimate the sticking probability of the atoms onto the surface. This sticking proceeds via the excitation of a surface wave, called a ripplon. We show that this probability must vanish at low temperatures, and that, in this limit, the reflection of the atoms on the surface is specular.

In all the problem, the position of a particle is defined by its coordinates \( \mathbf{r} = (x, y) \) in a horizontal plane, and its altitude \( z \). The altitude \( z = 0 \) represents the position of the surface of the liquid He bath at rest. The wave functions \( \psi(\mathbf{r}, z) \) of the H atoms are normalized in a rectangular box of volume \( L_x L_y L_z \). We write \( m \) for the mass of a H atom \( (m = 1.67 \times 10^{-27} \text{ kg}) \).

### 25.1 The Hydrogen Atom–Liquid Helium Interaction

Consider a H atom above a liquid He bath at rest (cf Fig. 25.1). We model the H-liquid He interaction as the sum of pairwise interactions between the H atom at point \( (\mathbf{R}, Z) (Z > 0) \), and the He atoms at \( (\mathbf{r}, z) \), with \( z < 0 \):

\[
V_0(Z) = n \int \frac{d^2r}{2\pi} \int_{-\infty}^{+\infty} dz \ U(\sqrt{(\mathbf{R} - \mathbf{r})^2 + (Z - z)^2}) \ \Theta(-z)
\]

where \( n \) is the number of He atoms per unit volume, and \( \Theta \) is the Heaviside function.

**25.1.1.** We recall the form of the Van der Waals potential:

\[
U(d) = -\frac{C_6}{d^6},
\]

which describes the long distance interaction between a H atom and a He atom separated by a distance \( d \). Show that the long distance potential between the H atom and the liquid He bath is of the form:

\[
V_0(Z) = -\frac{\alpha}{Z^3}.
\]

Express \( \alpha \) in terms of \( C_6 \) and \( n \).
25.1.2. Experimentally, one finds $\alpha = 1.9 \times 10^{-2}$ eV Å$^3$. At what distance from the surface does gravity become larger than the Van der Waals force? In what follows, we shall neglect the gravitational force.

25.1.3. Show that the eigenstates of the Hamiltonian which describes the motion of the H atom are of the form $|k_\perp, \phi_\sigma \rangle$, where $k_\perp$ represents a plane running wave propagating in the plane $Oxy$, i.e. parallel to the surface of the liquid He, and where $\phi_\sigma$ is an eigenstate of the Hamiltonian which describes the motion along the $z$ axis:

$$\langle R, Z|k_\perp, \phi_\sigma \rangle = \frac{1}{\sqrt{L_x L_y}} e^{i(k_x x + k_y y)} \phi_\sigma(Z).$$

25.1.4. We want to evaluate the number of bound states of the motion along the $z$ axis in the potential:

$$V_0(Z) = -\frac{\alpha}{Z^3} \quad \text{if} \quad Z > z_{\text{min}}$$
$$V_0(Z) = +\infty \quad \text{if} \quad Z \leq z_{\text{min}}.$$

We shall use the WKB approximation.

(a) Justify the shape of this potential.
(b) What is the continuity condition for the wave function at $Z = z_{\text{min}}$?
(c) Show that the quantization condition for a motion with turning points $z_{\text{min}}$ and $b$ is

$$\int_{z_{\text{min}}}^{b} k(Z) \, dZ = \left(n + \frac{3}{4}\right) \pi$$

with $n$ integer $\geq 0$.
(d) Infer the order of magnitude of the number of bound states as a function of $z_{\text{min}}$ and $\alpha$. What is the domain of validity of the result?
(e) The parameter $z_{\text{min}}$ for the surface of liquid He is of the order of 2 Å. How many bound states does one expect for the motion along the $z$ axis?
25.2 Excitations on the Surface of Liquid Helium

The general dispersion relation for waves propagating on the surface of a liquid is

$$\omega_q^2 = gq + \frac{A}{\rho_0}q^3 \quad \text{with} \quad q = |q|,$$

where $\omega_q$ and $q = (q_x, q_y)$ are, respectively, the frequency and the wave vector of the surface wave, $g$ is the acceleration of gravity and $A$ and $\rho_0$ represent the surface tension and the mass density of the liquid.

25.2.1. Discuss the nature of the surface waves (capillary waves or gravity waves) according to the value of the wavelength $\lambda = 2\pi/q$. Perform the numerical application in the case of liquid He: $\rho_0 = 145$ kg m$^{-3}$, $A = 3.5 \times 10^{-4}$ Jm$^{-2}$.

25.2.2. Hereafter, we are only interested in waves for which $\hbar \omega_q \propto |E_0|$. Show that these are always capillary waves and give their wavelengths. In what follows we shall use the simpler dispersion relation $\omega_q^2 = (A/\rho_0)q^3$.

25.2.3. In order to quantize these surface waves, we introduce the bosonic operators $r_q$ and $r_q^\dagger$ corresponding to the annihilation and the creation of an excitation quantum. These elementary excitations are called *ripplons*. The Hamiltonian which describes these excitations is:

$$H_S = \sum_{q} \hbar \omega_q \hat{r}_q^\dagger \hat{r}_q.$$

The altitude $h(r)$ of the liquid surface at point $r = (x, y)$ becomes a two-dimensional scalar field operator:

$$\hat{h}(r) = \sum_{q} h_q (r_q^\dagger e^{-i q \cdot r} + r_q e^{i q \cdot r}) \quad \text{with} \quad h_q = \sqrt{\frac{\hbar q}{2\rho_0 \omega_q L_x L_y}}.$$

Evaluate, at zero temperature, the r.m.s. altitude $\Delta h$ of the position of the surface. We recall that, in two dimensions, the conversion of a discrete summation into an integral proceeds via:

---

1 The summation over $q$ is limited to $q < q_{\text{max}}$ where $q_{\text{max}}$ is of the order of a fraction of an inverse Ångstrom. For larger values of $q$, hence smaller wavelengths, the description of the vicinity of the surface in terms of a fluid does not hold any longer.
\[ \sum_q \rightarrow \frac{L_x L_y}{4\pi^2} \int d^2q. \]

Numerical application: \( q_{\text{max}} = 0.5 \text{ Å}^{-1} \).

### 25.3 Quantum Interaction Between H and Liquid He

We now investigate the modifications to the H–liquid He potential arising from the possible motion of the surface of the liquid helium bath. In order to do so, we replace the coupling considered above by

\[ V(R, Z) = n \int d^2r \int_{-\infty}^{+\infty} dz \ U(\sqrt{(R - r)^2 + (Z - z)^2}) \ \Theta(\hat{h}(r) - z). \]

#### 25.3.1. Expand \( V(R, Z) \) to first order in \( \hat{h} \) and interpret the result.

#### 25.3.2. Replacing \( \hat{h}(r) \) by its expansion in terms of operators \( \hat{r}_q, \hat{r}^+_q \), cast \( V(R, Z) \) in the form:

\[ V(R, Z) = V_0(Z) + \sum_q \left( h_q e^{-i\mathbf{q}.\mathbf{R}} V_q(Z) r^+_q + \text{h.c.} \right) \]

with

\[ V_q(Z) = n \int d^2r \ e^{-i\mathbf{q}.\mathbf{r}} U(\sqrt{r^2 + Z^2}). \]

#### 25.3.3. Introducing the creation operators \( \hat{a}^+_k, \sigma \) and the annihilation operators \( \hat{a}_k, \sigma \) of a hydrogen atom in an eigenstate of the motion in the potential \( V_0(Z) \), write in second quantization the total hydrogen–rippon Hamiltonian to first order in \( \hat{h} \).

### 25.4 The Sticking Probability

We consider a H atom in an asymptotically free state in the z direction (i.e. behaving as \( e^{\pm i k_\sigma z} \) as \( z \rightarrow +\infty \)). This state denoted \( |\mathbf{k}_\perp, \phi_\sigma \rangle \) has an energy

\[ E_i = \frac{\hbar^2}{2m} (k^2_\perp + k^2_\sigma). \]

We now calculate the probability that this atom sticks on the surface, which is assumed here at zero temperature.
25.4.1. How does the matrix element \( \langle \phi_0 | V_q | \phi_\sigma \rangle \) vary with the size of the normalization box? We assume in the following that this matrix element is proportional to \( k_\sigma \) if \( k_\sigma \) is sufficiently small, and we introduce \( M(q) \) such that

\[
\langle \phi_0 | V_q | \phi_\sigma \rangle = \frac{\hbar k_\sigma}{\sqrt{2mL_z}} M(q).
\]

All following results will be expressed in terms of \( M(q) \).

25.4.2. Using Fermi's Golden Rule, define a probability per unit time for an atom to stick on the surface. In order to do so, one will define properly:

(a) the continuum of final states;

(b) the conditions imposed by energy conservation. For simplicity, we shall assume that the incident energy \( E_i \) is negligible compared to the bound state energy \( E_0 \). Show that the emitted ripplon has a wave vector \( q \) such that \( |q| = q_0 \)

\[
\hbar \sqrt{\frac{A}{\rho_0} q_0^{3/2}} + \frac{\hbar^2 q_0^2}{2m} = |E_0|;
\]

(c) the density of final states.

25.4.3. Express the flux of incident atoms in terms of \( \hbar, k_\sigma, m \) and \( L_z \).

25.4.4. Write the expression for the probability that the hydrogen atom sticks on the surface of the liquid helium bath in terms of \( \hbar, q_0, A, \rho_0, k_\sigma \) and \( M(q) \). Check that this probability is independent of the normalization volume \( L_x L_y L_z \).

25.4.5. How does this probability vary with the energy of the incident hydrogen atoms?

25.4.6. Describe qualitatively how one should modify the above treatment if the liquid helium bath is not at zero temperature.

25.5 Solutions

Section 25.1

25.1.1. We use cylindrical coordinates, assuming that the H atom is at \( R = 0 \). The potential \( V_0(Z) \) takes the form

\[
V_0(Z) = n \int d^2r \int_{-\infty}^{0} dz \ U(\sqrt{r^2 + (Z-z)^2})
= -nC_6 \int_{-\infty}^{0} dz \int_{0}^{\infty} dr \frac{2\pi r}{(r^2 + (Z-z)^2)^{3/2}}
= -\frac{\pi}{2} nC_6 \int_{-\infty}^{0} \frac{dz}{(Z-z)^4} = -\frac{\pi nC_6}{6Z^3}.
\]
Therefore
\[ V_0(Z) = -\frac{\alpha}{Z^3} \quad \text{with} \quad \alpha = \frac{\pi n C_6}{6}. \]

**25.1.2.** The force which derives from \( V_0(Z) \) has modulus
\[ F(Z) = \frac{3\alpha}{Z^4}. \]

We have \( 3\alpha/Z_g^4 = Mg \) for \( Z_g = (3\alpha/(Mg))^{1/4} \). The numerical application yields \( Z_g = 0.86 \ \mu\text{m} \) which is very large on the atomic scale. For all the relevant H–liquid He distances, which are between 0.1 nm and 1 nm, gravity can be neglected.

**25.1.3.** The Hamiltonian can be split as \( \hat{H} = \hat{H}_\perp + \hat{H}_Z \), where
\[ \hat{H}_\perp = \frac{\hat{p}_x^2}{2m} + \frac{\hat{p}_y^2}{2m} \quad \text{and} \quad \hat{H}_Z = \frac{\hat{p}_z^2}{2m} + V_0(\hat{Z}). \]

These two Hamiltonians commute and the eigenbasis of the total Hamiltonian \( \hat{H} \) is factorized as a product \( |k_\perp, \phi_\sigma \rangle \) of (i) the eigenstates of \( \hat{H}_\perp \), where \( k_\perp \) represents the wave vector of a plane running wave propagating in the \((x, y)\) plane, and (ii) the eigenstates \( \phi_\sigma \) of \( \hat{H}_Z \) which describes the motion along the \( z \) axis.

**25.1.4.**

(a) For \( Z \leq z_{\text{min}} \), the overlap of the electron wave functions of the H and He atoms causes a repulsion between these atoms, which is modeled here by a hard core potential. For \( Z \gg z_{\text{min}} \), the Van der Waals forces are dominant.

(b) For \( Z \leq z_{\text{min}} \), the wave function \( \phi(Z) \) is such that \( \phi(Z) = 0 \). Since \( \phi(Z) \) is continuous, we have \( \phi(z_{\text{min}}) = 0 \).

(c) For a turning point \( b \), the WKB eigenfunction of energy \( E \) has the following form in the allowed region \( (E > V_0(Z)) \):
\[ \phi(Z) = \frac{C}{\sqrt{k(Z)}} \cos \left( \int_Z^b k(Z') \, dZ' - \frac{\pi}{4} \right), \]

where \( C \) is a normalization constant and where
\[ \hbar k(Z) = \sqrt{2m(E - V_0(Z))}. \]

Imposing the condition \( \phi(z_{\text{min}}) = 0 \) yields
\[ \int_{z_{\text{min}}}^b k(Z') \, dZ' - \frac{\pi}{4} = (n + \frac{1}{2})\pi, \quad \text{i.e.} \quad \int_{z_{\text{min}}}^b k(Z') \, dZ' = \left( n + \frac{3}{4} \right)\pi, \]
with \( n \) a positive integer.
(d) If the WKB method were exact, the number of bound states would be
\[ n = 1 + \text{Int} \left( \int_{z_{\text{min}}}^{\infty} \frac{k(Z')}{\pi} \, dZ' - \frac{3}{4} \right), \]
where \( \text{Int} \) denotes the integer part and where \( k(Z) \) is calculated for a zero energy \( E \). As usual for the WKB method, the accuracy of this expression is good if the number of bound states is large. We can take in this case:
\[ n \approx \pi^{-1} \int_{z_{\text{min}}}^{\infty} k(Z') \, dZ' \quad \text{with} \quad \hbar k(Z) = \sqrt{2m\alpha/Z^3}, \]
which yields
\[ n \approx \frac{2}{\pi \hbar} \sqrt{\frac{2m\alpha}{z_{\text{min}}}}. \]

(e) The above formula yields \( n \approx 1.36 \). We therefore expect a number of bound states close to 1, say between 0 and 2.

(f) The experimental result compares favorably with the WKB prediction, but it is beyond the validity of the WKB approximation to give a correct expression for \( \phi_0(Z) \).

Section 25.2

25.2.1. The two terms of the dispersion relation are equal if \( q = \sqrt{g\rho_0/A} \)
or, equivalently, for a wavelength
\[ \lambda = 2\pi \sqrt{\frac{A}{g\rho_0}}. \]
Numerically, one obtains \( \lambda = 3 \) mm. Therefore, we observe capillary waves \( (\omega_q^2 \approx \omega_{q0}^2) \) for \( \lambda \ll 3 \) mm, and gravity waves \( (\omega_q^2 \approx gq) \) for \( \lambda \gg 3 \) mm. For \( \lambda = 3 \) mm the corresponding energy is \( \hbar \omega_q = 1.3 \times 10^{-13} \) eV.

25.2.2. For an energy such that \( |E_0| \gg 10^{-13} \) eV, we are therefore in the regime of capillary waves, with the wavelength:
\[ \lambda = \frac{2\pi}{q} = 2\pi \left( \frac{A\hbar^2}{\rho_0 E_0^2} \right)^{1/3}. \]
The numerical value is \( \lambda = 33 \) Å.

25.2.3. We have
\[ \Delta h^2 = \langle \hat{h}^2 \rangle - \langle \hat{h} \rangle^2 = \langle \hat{h}^2 \rangle = \sum_q h_q^2 \langle r_{q} r_{q}^\dagger \rangle = \sum_q h_q^2. \]
Converting this into an integral, we obtain
\[ \Delta h^2 = \frac{L_x L_y}{4\pi^2} \int \frac{hq}{2\rho_0 \omega_q L_x L_y} \, d^2q = \frac{\hbar}{4\pi \sqrt{A} \rho_0} \int_0^{q_{\text{max}}} \sqrt{q} \, dq \]
\[ = \frac{\hbar}{6\pi} \sqrt{\frac{q_{\text{max}}^3}{A \rho_0}} = \frac{\hbar \omega_{\text{max}}}{6\pi A}, \]
which yields \( \Delta h = 0.94 \) Å.
Section 25.3

25.3.1. Using the fact that $\Theta'(z) = \delta(z)$, we can write $\Theta(-z + h(r)) \simeq \Theta(-z) + h(r)\delta(z)$ since the $\delta$ function is even. Therefore, we obtain

$$V(R, Z) \simeq V_0(Z) + n \int d^2 r \, U(\sqrt{(R - r)^2 + Z^2}) \, h(r).$$

In this expression, the second term describes the interaction with the “additional” or “missing” atoms on the surface as compared to the equilibrium position $z = 0$.

25.3.2. Replacing $h(r)$ by its expansion we obtain

$$V(R, Z) \simeq V_0(Z) + \sum_q \int d^2 r \, U(\sqrt{(R - r)^2 + Z^2}) \, h_q(\hat{r}_q e^{-iq \cdot r} + \hat{r}_q e^{iq \cdot r}).$$

Considering the term $r_q^\dagger$ and setting $r' = r - R$, we obtain in a straightforward manner

$$V(R, Z) = V_0(Z) + \sum_q (h_q e^{-iq \cdot R} \, V_q(Z) \hat{r}_q^\dagger + \text{ h.c.}),$$

with

$$V_q(Z) = n \int d^2 r' \, e^{-iq \cdot r'} \, U(\sqrt{r'^2 + Z^2}).$$

25.3.3. The Hamiltonian is the sum of the “free” Hamiltonians $\hat{H}_{at} = \frac{p^2}{2M} + V_0(Z)$ and $\hat{H}_S$, and the coupling term found above. One has

$$\hat{H}_{at} = \sum_{k, \sigma} E_{k, \sigma} \hat{a}_{k, \sigma}^\dagger \hat{a}_{k, \sigma} \quad \hat{H}_S = \sum_q \hbar \omega_q \hat{r}_q^\dagger \hat{r}_q.$$

The coupling term becomes

$$\sum_{k, \sigma} \sum_{k', \sigma'} \sum_q h_q \hat{a}_{k, \sigma}^\dagger \hat{a}_{k', \sigma'} \hat{r}_q^\dagger \langle k, \phi_\sigma | e^{-iq \cdot R} V_q(Z) | k', \phi_{\sigma'} \rangle + \text{ h.c.}$$

The matrix element is

$$\langle k, \phi_\sigma | e^{-iq \cdot R} V_q(Z) | k', \phi_{\sigma'} \rangle = \langle k | e^{-iq \cdot R} | k' \rangle \langle \phi_\sigma | V_q(Z) | \phi_{\sigma'} \rangle = \delta_{k', k + q} \langle \phi_\sigma | V_q(Z) | \phi_{\sigma'} \rangle.$$

We end up with the total hydrogen–ripplon Hamiltonian to first order in $\hat{h}$:
\[ \hat{H} = \sum_{k,\sigma} E_{k,\sigma} \hat{a}_{k,\sigma}^\dagger \hat{a}_{k,\sigma} + \sum_q \hbar \omega_q \hat{r}_q^\dagger \hat{r}_q \\
+ \sum_{q,k,\sigma,\sigma'} \hbar_q \hat{a}_{k,\sigma}^\dagger \hat{a}_{k+q,\sigma'} \hat{r}_q^\dagger \langle \phi_\sigma | V_q(Z) | \phi_{\sigma'} \rangle + \text{h.c.} \]

In the \((x, y)\) plane, the momentum is conserved owing to the translation invariance of the problem. This can be seen directly on the form of the coupling
\[ \hat{a}_{k,\sigma}^\dagger \hat{a}_{k+q,\sigma'} \hat{r}_q^\dagger , \]

which annihilates a \(H\) atom with momentum \(\hbar(k + q)\) term, and creates a \(H\) atom with momentum \(\hbar k\) and a ripplon with momentum \(\hbar q\).

Section 25.4

25.4.1. We have by definition
\[ \langle \phi_0 | V_q | \phi_\sigma \rangle = \int \phi_0^*(Z) V_q(Z) \phi_\sigma(Z) \, dZ . \]

Since \(|\phi_\sigma\rangle\) is an asymptotically free state, it is normalized in a segment of length \(L_z\). Therefore its amplitude varies as \(L_z^{-1/2}\). Since \(|\phi_0\rangle\) is a localized state which does not depend on \(L_z\), we find
\[ \langle \phi_0 | V_q | \phi_\sigma \rangle \propto \frac{1}{\sqrt{L_z}} . \]

The fact that this matrix element is proportional to \(k_\sigma\) in the limit of small incident momenta is more subtle. The positions \(Z\) contributing to the matrix element are close to zero, since the bound state \(\phi_0(Z)\) is localized in the vicinity of the He surface. Therefore only the values of \(\phi_\sigma(Z)\) around \(Z = 0\) are relevant for the calculation of the integral. For the \(Z^{-3}\) potential between the \(H\) atom and the He surface, one finds that the amplitude of \(\phi_\sigma\) in this region is proportional to \(k_\sigma\), hence the result. Such a linear dependence can be recovered analytically by replacing the \(Z^{-3}\) potential by a square well, but is out of reach of the WKB approximation, which would predict a dependance in \(\sqrt{k_\sigma}\) for the amplitude around \(Z = 0\) of \(\phi_\sigma\). The reason for this discrepancy is that the potential in \(-\alpha Z^{-3}\) is too stiff for the WKB to be valid for the calculation of \(\phi_\sigma\) at distances larger than \(m \alpha / \hbar^2\).

25.4.2. We start with the initial state \(k_\perp, \phi_\sigma\). If the atom sticks to the surface, the final state along the \(z\) axis is \(|\phi_0\rangle\). The sticking proceeds via the emission of a ripplon of momentum \(\hbar q\) and a change of the transverse momentum \(\hbar k_\perp \rightarrow \hbar k_\perp - \hbar q\).

(a) The continuum of final states is characterized by the vector \(q\):
\[ |k_\perp, \phi_\sigma\rangle \rightarrow |k_\perp - q, \phi_0\rangle \otimes |q\rangle . \]
(b) Energy conservation gives \( E_i = E_f \) with:

\[
E_i = \frac{\hbar^2(k_\sigma^2 + k_\perp^2)}{2m}, \quad E_f = E_0 + \frac{\hbar^2(k_\perp - q)^2}{2m} + \hbar \omega_q.
\]

We suppose that \( E_i \) is negligible compared to the bound state energy \( E_0 \).
Therefore \( \hbar^2(k_\perp \cdot q)/m \sim \sqrt{|E_0|\hbar^2 k_\perp^2/(2m)} \) is also very small compared to \( |E_0| \), and we obtain:

\[
\frac{\hbar^2 q^2}{2m} + \hbar \omega_q \simeq |E_0|.
\]

This equation, in addition to the dispersion relation for ripplons, determines the modulus \( q_0 \) of \( q \):

\[
\hbar \sqrt{\frac{A}{\rho_0} q_0^{3/2}} + \frac{\hbar^2 q_0^2}{2m} = |E_0|.
\]

(c) A variation \( \delta E \) of the final state energy corresponds to a variation \( \delta q \) such that

\[
\left( \frac{\hbar^2 q_0}{m} + \frac{3\hbar}{2} \sqrt{\frac{A q_0}{\rho_0}} \right) \delta q = \delta E.
\]

The number of states \( \delta^2 n \) in a domain \( \delta^2 q \) is:

\[
\delta^2 n = \frac{L_x L_y}{4\pi^2} \delta^2 q = \frac{L_x L_y}{4\pi^2} q_0 \delta q \delta \theta.
\]

After integrating over \( \delta \theta \), we obtain:

\[
\rho(E_f) = \frac{L_x L_y}{\pi} \frac{mq_0}{2\hbar^2 q_0 + 3m\hbar \sqrt{A q_0/\rho_0}}.
\]

25.4.3. The number of atoms which cross a plane of altitude \( Z \) in the direction \( Z < 0 \) during a time interval \( dt \) is \( v_z dt/(2L_z) = \hbar k_\sigma dt/(2mL_z) \). The flux is therefore:

\[
\Phi_\sigma = \frac{\hbar k_\sigma}{2mL_z}.
\]

25.4.4. The sticking probability is the ratio of the probability per unit time, given by Fermi’s Golden Rule, and the incident flux:

\[
P = \frac{2\pi}{\hbar} |\langle k_\perp, \phi_\sigma | V | k_\perp - q, \phi_0, q \rangle|^2 \rho(E_f) \frac{2mL_z}{\hbar k_\sigma}.
\]

This reduces to

\[
P = \frac{mk_\sigma |M(q)|^2}{3Am + 2\hbar \sqrt{A \rho_0 q_0}}.
\]
25.4.5. $P$ varies as $k_\sigma \propto \sqrt{E}$. At very small energies, the sticking probability goes to zero and the H atoms bounce elastically on the liquid He surface.

25.4.6. If the liquid helium bath is not at zero temperature, other processes can occur, in particular a sticking process accompanied by the stimulated emission of a ripplon. One must therefore take into account the number $n_{q_0}$ of thermal ripplons.

References

The theory of the sticking of H atoms onto a surface of liquid He can be found in the Ref. 1 below. Thorough experimental studies of this process are presented in Refs. 2 and 3.

26. Laser Cooling and Trapping

By shining laser light onto an assembly of neutral atoms or ions, it is possible to cool and trap these particles. In this chapter we study a simple cooling mechanism, Doppler cooling, and we derive the corresponding equilibrium temperature. We then show that the cooled atoms can be confined in the potential well created by a focused laser beam.

We consider a “two state” atom, whose levels are denoted \(|g\rangle\) (ground state) and \(|e\rangle\) (excited state), with respective energies \(0\) and \(\hbar \omega_0\). This atom interacts with a classical electromagnetic wave of frequency \(\omega_L/2\pi\). For an atom located at \(r\), the Hamiltonian is

\[
\hat{H} = \hbar \omega_0 |e\rangle \langle e| - \mathbf{d} \cdot (\mathbf{E}(r, t)|e\rangle \langle g| + \mathbf{E}^*(r, t)|g\rangle \langle e|),
\]

where \(\mathbf{d}\), which is assumed to be real, represents the matrix element of the atomic electric dipole operator between the states \(|g\rangle\) and \(|e\rangle\) (i.e. \(\mathbf{d} = \langle e| \hat{D} |g\rangle = \langle g| \hat{D} |e\rangle^*\)). The quantity \(\mathbf{E} + \mathbf{E}^*\) represents the electric field. We set

\[
\mathbf{E}(r, t) = \mathbf{E}_0(r) \exp(-i\omega_L t).
\]

In all the problem we assume that the detuning \(\Delta = \omega_L - \omega_0\) is small compared with \(\omega_L\) and \(\omega_0\). We treat classically the motion \(\mathbf{r}(t)\) of the atomic center of mass.

26.1 Optical Bloch Equations for an Atom at Rest

26.1.1. Write the evolution equations for the four components of the density matrix of the atom \(\rho_{gg}, \rho_{eg}, \rho_{ge}\) and \(\rho_{ee}\) under the effect of the Hamiltonian \(\hat{H}\).

26.1.2. We take into account the coupling of the atom with the empty modes of the radiation field, which are in particular responsible for the spontaneous emission of the atom when it is in the excited state \(|e\rangle\). We shall assume that this boils down to adding to the above evolution equations “relaxation” terms:
\[
\begin{align*}
\left( \frac{d}{dt} \rho_{ee} \right)_{\text{relax}} &= - \left( \frac{d}{dt} \rho_{gg} \right)_{\text{relax}} = - \Gamma \rho_{ee} \\
\left( \frac{d}{dt} \rho_{eg} \right)_{\text{relax}} &= - \frac{\Gamma}{2} \rho_{eg} \\
\left( \frac{d}{dt} \rho_{ge} \right)_{\text{relax}} &= - \frac{\Gamma}{2} \rho_{ge},
\end{align*}
\]

where $\Gamma^{-1}$ is the radiative lifetime of the excited state. Justify qualitatively these terms.

**26.1.3.** Check that for times much larger than $\Gamma^{-1}$, these equations have the following stationary solutions:

\[
\begin{align*}
\rho_{ee} &= \frac{s}{2(s + 1)} \\
\rho_{gg} &= \frac{2 + s}{2(s + 1)} \\
\rho_{eg} &= -\frac{d \cdot E(r, t)/\hbar}{\Delta + i\Gamma/2} \frac{1}{1 + s} \\
\rho_{ge} &= -\frac{d \cdot E^*(r, t)/\hbar}{\Delta - i\Gamma/2} \frac{1}{1 + s}
\end{align*}
\]

where we have set

\[
s = \frac{2 |d \cdot E_0(r)|^2/\hbar^2}{\Delta^2 + \Gamma^2/4}.
\]

**26.1.4.** Interpret physically the steady state value of the quantity $\Gamma \rho_{ee}$ in terms of spontaneous emission rate.

### 26.2 The Radiation Pressure Force

In this section, we limit ourselves to the case where the electromagnetic field is a progressive plane wave:

\[E_0(r) = E_0 \exp(ik \cdot r).\]

By analogy with the classical situation, we can define the radiative force operator at point $r$ as:

\[\hat{F}(r) = -\nabla_r \hat{H}.\]

**26.2.1.** Evaluate the expectation value of $\hat{F}(r)$ assuming that the atom is at rest in $r$ and that its internal dynamics is in steady state.

**26.2.2.** Interpret the result physically in terms of momentum exchanges between the atom and the radiation field. One can introduce the *recoil velocity* $v_{\text{rec}} = \hbar k/m$.

**26.2.3.** How does this force behave at high intensities? Give an order of magnitude of the possible acceleration for a sodium atom $^{23}\text{Na}$, with a resonance wavelength $\lambda = 0.589 \times 10^{-6}$ m and a lifetime of the excited state of $\Gamma^{-1} = 16 \times 10^{-9}$ s ($d = 2.1 \times 10^{-29}$ C m).
26.2.4. We now consider an atom in uniform motion: \( r = r_0 + v_0 t \) \((v_0 \ll c)\). Give the expression for the force acting on this atom.

26.2.5. The action of the force on the atom will modify its velocity. Under what condition is it legitimate to treat this velocity as a constant quantity for the calculation of the radiation pressure force, as done above? Is this condition valid for sodium atoms?

26.3 Doppler Cooling

The atom now moves in the field of two progressive plane waves of opposite directions \((+z\) and \(-z\)\) and of same intensity (Fig. 26.1). We restrict ourselves to the motion along the direction of propagation of the two waves and we assume that for weak intensities \((s \ll 1)\) one can add independently the forces exerted by the two waves.

![Fig. 26.1. Doppler cooling in one dimension.](image)

26.3.1. Show that for sufficiently small velocities, the total force is linear in the velocity and can be cast in the form:

\[
f = -\frac{mv}{\tau}.
\]

26.3.2. What is the minimal (positive) value of \(\tau_{\text{min}}\) for a fixed saturation parameter per wave \(s_0\) for an atom at rest? Calculate \(\tau_{\text{min}}\) for sodium atoms, assuming one fixes \(s_0 = 0.1\).

26.3.3. This cooling mechanism is limited by the heating due to the random nature of spontaneous emission. To evaluate the evolution of the velocity distribution \(P(v, t)\) and find its steady state value, we shall proceed in the following way:

(a) Express \(P(v, t + dt)\) in terms of \(P(v, t)\). One will split the atoms into three classes:

- the atoms having undergone no photon scattering event between \(t\) and \(t + dt\),
- the atoms having scattered a photon from the \(+z\) wave,
- the atoms having scattered a photon from the \(-z\) wave.
We choose $dt$ short enough that the probability of the first option is dominant, and such that multiple scattering events are negligible. We also assume that the velocities contributing significantly to $P(v,t)$ are small enough for the linearization of the force performed above to be valid. For simplicity we will assume that spontaneously emitted photons propagate only along the $z$ axis, a spontaneous emission occurring with equal probabilities in the directions $+z$ and $-z$.

(b) Show that $P(v,t)$ obeys the Fokker–Planck equation
\[ \frac{\partial P}{\partial t} = \alpha \frac{\partial}{\partial v} (vP) + \beta \frac{\partial^2 P}{\partial v^2} \]
and express $\alpha$ and $\beta$ in terms of the physical parameters of the problem.

(c) Determine the steady state velocity distribution. Show that it corresponds to a Maxwell distribution and give the effective temperature.

(d) For which detuning is the effective temperature minimal? What is this minimal temperature for sodium atoms?

### 26.4 The Dipole Force

We now consider a stationary light wave (with a constant phase)
\[ E_0(r) = E_0^*(r) . \]

#### 26.4.1. Evaluate the expectation value of the radiative force operator $\hat{F}(r) = -\nabla r \hat{H}$ assuming that the atom is at rest in $r$ and that its internal dynamics has reached its steady state.

#### 26.4.2. Show that this force derives from a potential and evaluate the potential well depth that can be realized for sodium atoms with a laser beam of intensity $P = 1$ W, focused on a circular spot of radius 10 $\mu$m, and a wavelength $\lambda_L = 0.650$ $\mu$m.

### 26.5 Solutions

Section 26.1

#### 26.1.1. The evolution of the density operator $\hat{\rho}$ is given by:
\[ i\hbar \frac{d\hat{\rho}}{dt} = [\hat{H}, \hat{\rho}] \]
so that:
\[ \frac{d\rho_{ee}}{dt} = i \frac{d \cdot E(r) e^{-i\omega_L t}}{\hbar} \rho_{ge} - i \frac{d \cdot E^*(r) e^{i\omega_L t}}{\hbar} \rho_{eg} \]
\[ \frac{d\rho_{eg}}{dt} = -i\omega_0 \rho_{eg} + i \frac{d \cdot E(r)e^{-i\omega_L t}}{\hbar} (\rho_{gg} - \rho_{ee}) \]
and
\[
\frac{d\rho_{gg}}{dt} = -\frac{d\rho_{ee}}{dt}, \quad \frac{d\rho_{ge}}{dt} = \left(\frac{d\rho_{eg}}{dt}\right)^*.
\]

**26.1.2.** Assume that the atom-field system is placed at time \(t = 0\) in the state
\[
|\psi(0)\rangle = (\alpha|g\rangle + \beta|e\rangle) \otimes |0\rangle,
\]
where \(|0\rangle\) denotes the vacuum state of the electromagnetic field and neglect in a first step the action of the laser. At time \(t\), the state of the system is derived from the Wigner–Weisskopf treatment of spontaneous emission:
\[
|\psi(t)\rangle = (\alpha|g\rangle + \beta e^{-(i\omega_0+\Gamma/2)t}|e\rangle) \otimes |0\rangle + |g\rangle \otimes |\phi\rangle,
\]
where the state of the field \(|\phi\rangle\) is a superposition of one-photon states for the various modes of the electromagnetic field. Consequently, the evolution of the density matrix elements is \(\rho_{ee}(t) = |\beta|^2 e^{-\Gamma t}, \rho_{eg}(t) = \alpha^*\beta e^{-(i\omega_0+\Gamma)t}\), or, in other words,
\[
\left(\frac{d\rho_{ee}}{dt}\right)_{\text{relax}} = -\Gamma \rho_{ee}, \quad \left(\frac{d\rho_{eg}}{dt}\right)_{\text{relax}} = -\frac{\Gamma}{2} \rho_{eg}.
\]
The two other relations originate from the conservation of the trace of the density operator (\(\rho_{ee} + \rho_{gg} = 1\)) and from its hermitian character \(\rho_{eg} = \rho_{ge}^*\).

We assume in the following that the evolution of the atomic density operator is obtained by adding the action of the laser field and the spontaneous emission contribution. Since \(\Gamma\) varies like \(\omega_0^3\), this is valid as long as the shift of the atomic transition due to the laser irradiation remains small compared with \(\omega_0\). This requires \(dE \ll \hbar\omega_0\), which is satisfied for usual continuous laser sources.

**26.1.3.** The evolution of the density operator components is given by
\[
\frac{d\rho_{ee}}{dt} = -\Gamma \rho_{ee} + \frac{i \mathbf{d} \cdot \mathbf{E}(r) e^{-i\omega_L t}}{\hbar} \rho_{ge} - \frac{i \mathbf{d} \cdot \mathbf{E}^*(r) e^{i\omega_L t}}{\hbar} \rho_{eg},
\]
\[
\frac{d\rho_{eg}}{dt} = \left(-i\omega_0 - \frac{\Gamma}{2}\right) \rho_{eg} + \frac{i \mathbf{d} \cdot \mathbf{E}(r) e^{-i\omega_L t}}{\hbar} (\rho_{gg} - \rho_{ee}).
\]
These equations are often called optical Bloch equations.

At steady-state, \(\rho_{ee}\) and \(\rho_{gg}\) tend to a constant value, while \(\rho_{eg}\) and \(\rho_{ge}\) oscillate respectively as \(e^{-i\omega_L t}\) and \(e^{i\omega_L t}\). This steady-state is reached after a characteristic time of the order of \(\Gamma^{-1}\). From the second equation we extract the steady-state value of \(\rho_{eg}\) as a function of \(\rho_{gg} - \rho_{ee} = 1 - 2\rho_{ee}\):
\[
\rho_{eg} = \frac{i \mathbf{d} \cdot \mathbf{E}(r) e^{-i\omega_L t}/\hbar}{i\Delta + \Gamma/2} (1 - 2\rho_{ee}).
\]
We now insert this value in the evolution of $\rho_{ee}$ and we get:

$$\rho_{ee} = \frac{s}{2(1 + s)} \quad \text{with} \quad s(r) = \frac{2 |d \cdot E(r)|^2/\hbar^2}{\Delta^2 + \Gamma^2/4}. $$

The three other values given in the text for $\rho_{gg}$, $\rho_{eg}$ and $\rho_{ge}$ follow immediately.

26.1.4. The steady state value of $\rho_{ee}$ gives the average probability of finding the atom in the internal state $|e\rangle$. This value results from the competition between absorption processes, which tend to populate the level $|e\rangle$ and stimulated+spontaneous emission processes, which depopulate $|e\rangle$ to the benefit of $|g\rangle$.

The quantity $\Gamma \rho_{ee}$ represents the steady-state rate of spontaneous emission as the atom is irradiated by the laser wave. For a low saturation parameter $s$, this rate is proportional to the laser intensity $|E(r)|^2$. When the laser intensity increases, $s$ gets much larger than $1$ and the steady state value of $\rho_{ee}$ is close to $1/2$. This means that the atom spends half of the time in level $|e\rangle$. In this case, the rate of spontaneous emission tends to $\Gamma/2$.

Section 26.2

26.2.1. For a plane laser wave the force operator is given by:

$$\hat{F}(r) = ik \cdot d \cdot E_0 \left( e^{i(k \cdot r - \omegaLt)} |e\rangle \langle g| - e^{-i(k \cdot r - \omegaLt)} |g\rangle \langle e| \right).$$

The expectation value in steady state is $\text{Tr}(\rho \hat{F})$ which gives:

$$f = \langle F \rangle = ik \cdot d \cdot E_0 \left| e^{i(k \cdot r - \omegaLt)} \right| \rho_{ge} + \text{c.c.}
= \hbar k \left\frac{\Gamma}{2} \frac{s_0}{1 + s_0} \right.$$  

with

$$s_0 = \frac{2 |d \cdot E_0|^2/\hbar^2}{\Delta^2 + \Gamma^2/4}. $$

26.2.2. The interpretation of this result is as follows. The atom undergoes absorption processes, where it goes from the ground internal state to the excited internal state, and gains the momentum $\hbar k$. From the excited state, it can return to the ground state by a stimulated or spontaneous emission process. In a stimulated emission the atom releases the momentum that it has gained during the absorption process, so that the net variation of momentum in a such a cycle is zero. In contrast, in a spontaneous emission process, the momentum change of the atom has a random direction and it averages to zero since the spontaneous emission process occurs with the same probability in
two opposite directions. Therefore the net momentum gain for the atom in a cycle “absorption–spontaneous emission” is \(\hbar \mathbf{k}\) corresponding to a velocity change \(v_{\text{rec}}\). Since these cycles occur with a rate \((\Gamma/2)s_0/(1 + s_0)\) (as found at the end of Sect. 26.1), we recover the expression for the radiation force found above.

**26.2.3.** For a large laser intensity, the force saturates to the value \(\hbar \mathbf{k} \Gamma/2\). This corresponds to an acceleration \(a_{\max} = \hbar \mathbf{k} \Gamma/(2m) = 9 \times 10^5 \text{m s}^{-2}\), which is 100 000 times larger than the acceleration due to gravity.

**26.2.4.** In the rest frame of the atom, the laser field still corresponds to a plane wave with a modified frequency \(\omega_L - \mathbf{k} \cdot \mathbf{v}\) (first order Doppler effect). The change of momentum of the photon is negligible for non-relativistic atomic velocities. The previous result is then changed into:

\[
 f = \hbar \mathbf{k} \frac{\Gamma}{2} \frac{s(v)}{1 + s(v)} \text{ with } s(v) = \frac{2 |\mathbf{d} \cdot \mathbf{E}_0|^2/\hbar^2}{(\Delta - \mathbf{k} \cdot \mathbf{v})^2 + \Gamma^2/4}.
\]

**26.2.5.** The notion of force derived above is valid if the elementary velocity change in a single absorption or emission process (the recoil velocity \(v_{\text{rec}} = \hbar \mathbf{k}/m\)) modifies only weakly the value of \(f\). This is the case when the elementary change of Doppler shift \(kv_{\text{rec}} = \hbar k^2/m\) is very small compared with the width of the resonance:

\[
 \frac{\hbar k^2}{m} \ll \Gamma.
\]

This is the so called *broad line condition*. This condition is well satisfied for sodium atoms since \(\hbar k^2/(m\Gamma) = 5 \times 10^{-3}\) in this case.

### Section 26.3

**26.3.1.** The total force acting on the atom moving with velocity \(v\) is

\[
 f(v) = \hbar \mathbf{k} \Gamma \left( \frac{|\mathbf{d} \cdot \mathbf{E}_0|^2/\hbar^2}{(\Delta - kv)^2 + \Gamma^2/4} - \frac{|\mathbf{d} \cdot \mathbf{E}_0|^2/\hbar^2}{(\Delta + kv)^2 + \Gamma^2/4} \right),
\]

where we have used the fact that \(s \ll 1\). For low velocities \((kv \ll \Gamma)\) we get at first order in \(v\)

\[
 f(v) = -\frac{mv}{\tau} \text{ with } \tau = \frac{m}{\hbar k^2 s_0} \frac{\Delta^2 + \Gamma^2/4}{2(-\Delta)\Gamma}.
\]

This corresponds to a damping force if the detuning \(\Delta\) is negative. In this case the atom is cooled because of the Doppler effect. This is the so-called Doppler cooling: A moving atom feels a stronger radiation pressure force from the counterpropagating wave than from the copropagating wave. For an atom at rest the two radiation pressure forces are equal and opposite: the net force is zero.
26.3.2. For a fixed saturation parameter $s_0$, the cooling time is minimal for $\Delta = -\Gamma/2$, which leads to

$$\tau_{\text{min}} = \frac{m}{2\hbar k^2 s_0}.$$  

Note that this time is always much longer than the lifetime of the excited state $\Gamma^{-1}$ when the broad line condition is fulfilled. For sodium atoms this minimal cooling time is 16 $\mu$s for $s_0 = 0.1$.

26.3.3.
(a) The probability that an atom moving with velocity $v$ scatters a photon from the $\pm z$ wave during the time $dt$ is

$$dP_{\pm}(v) = \frac{\Gamma s_0}{2} \left( 1 \pm \frac{2\Delta kv}{\Delta^2 + \Gamma^2/4} \right) dt.$$  

Since we assume that the spontaneously emitted photons also propagate along $z$, half of the scattering events do not change the velocity of the atom: This is the case when the spontaneously emitted photon propagates along the same direction as the absorbed photon. For the other half of the events, the change of the atomic velocity is $\pm 2v_{\text{rec}}$, corresponding to a spontaneously emitted photon propagating in the direction opposite to the absorbed photon. Consequently, the probability that the velocity of the atom does not change during the time $dt$ is $1 - (dP_+(v) + dP_-(v))/2$, and the probability that the atomic velocity changes by $\pm 2v_{\text{rec}}$ is $dP_{\pm}(v)/2$. Therefore one has:

$$P(v, t + dt) = \left( 1 - \frac{dP_+(v) + dP_-(v)}{2} \right) P(v, t)$$

$$+ \frac{dP_+(v - 2v_{\text{rec}})}{2} P(v - 2v_{\text{rec}}, t)$$

$$+ \frac{dP_-(v + 2v_{\text{rec}})}{2} P(v + 2v_{\text{rec}}, t).$$

(b) Assuming that $P(v)$ varies smoothly over the recoil velocity scale (which will be checked in the end), we can transform the finite difference equation found above into a differential equation:

$$\frac{\partial P}{\partial t} = \alpha \frac{\partial}{\partial v} (vP) + \beta \frac{\partial^2 P}{\partial v^2},$$

with

$$\alpha = \frac{m}{\tau}, \quad \beta = \Gamma v_{\text{rec}}^2 s_0.$$  

The term proportional to $\alpha$ corresponds to the Doppler cooling. The term in $\beta$ accounts for the heating due to the random nature of spontaneous emission processes. The coefficient $\beta$ is a diffusion constant in velocity space, proportional to the square of the elementary step of the random walk $v_{\text{rec}}$, and to its rate $\Gamma s_0$. 
(c) The steady state for $P(v)$ corresponds to the solution of:

$$\alpha v P(v) + \beta \frac{dP}{dv} = 0,$$

whose solution (for $\alpha > 0$, i.e. $\Delta < 0$) is a Maxwell distribution:

$$P(v) = P_0 \exp\left(-\frac{\alpha v^2}{2\beta}\right).$$

The effective temperature is therefore

$$k_B T = \frac{m\beta}{\alpha} = \frac{\hbar}{2} \frac{\Delta^2 + \Gamma^2/4}{-\Delta}.$$

(d) The minimal temperature is obtained for $\Delta = -\Gamma/2$:

$$k_B T_{\text{min}} = \frac{\hbar\Gamma}{2}.$$

This is the Doppler cooling limit, which is independent of the laser intensity. Note that, when the broad line condition is fullfilled, the corresponding velocity scale $v_0$ is such that:

$$v_{\text{rec}} \ll v_0 = \sqrt{\hbar \Gamma/m} \ll \Gamma/k.$$

The two hypotheses at the basis of our calculation are therefore valid: (i) $P(v)$ varies smoothly over the scale $v_{\text{rec}}$ and (ii) the relevant velocities are small enough for the linearization of the scattering rates to be possible.

For sodium atoms, the minimal temperature is $T_{\text{min}} = 240 \, \mu\text{K}$, corresponding to $v_0 = 40 \, \text{cm s}^{-1}$.

Section 26.4

26.4.1. For a real amplitude $E_0(r)$ of the electric field of the light wave (standing wave), the force operator $\hat{F}(r)$ is:

$$\hat{F}(r) = \left( \sum_{i=x,y,z} d_i \nabla E_{0i}(r) \right) \left( e^{-i\omega_L t}|e\rangle \langle g| + e^{i\omega_L t}|g\rangle \langle e| \right).$$

Assuming that the internal dynamics of the atom has reached its steady-state value, we get for the expectation value of $\hat{F}$:

$$f(r) = \langle F \rangle = -\nabla (d \cdot E_0(r)) \frac{d \cdot E_0(r)}{1 + s(r)} \frac{\Delta}{\Delta^2 + \Gamma^2/4}$$

$$= -\frac{\hbar \Delta}{2} \frac{\nabla s(r)}{1 + s(r)}.$$

26.4.2. This force is called the dipole force. It derives from the dipole potential $U(r)$:

$$f(r) = -\nabla U(r) \quad \text{with} \quad U(r) = \frac{\hbar \Delta}{2} \log(1 + s(r)).$$
For a laser field with intensity $P = 1$ W, focused on a spot with radius $r = 10 \, \mu m$, the electric field at the center is

$$E_0 = \sqrt{\frac{2P}{\pi \epsilon_0 c r^2}} = 1.6 \times 10^6 \, V/m.$$  

We suppose here that the circular spot is uniformly illuminated. A more accurate treatment should take into account the transverse Gaussian profile of the laser beam, but this would not significantly change the following results. This value for $E_0$ leads to $dE_0/h = 3.1 \times 10^{11} \, s^{-1}$ and the detuning $\Delta$ is equal to $3 \times 10^{14} \, s^{-1}$. The potential depth is then found to be equal to 2.4 mK, 10 times larger than the Doppler cooling limit. Due to the large detuning, the photon scattering rate is quite small: 70 photons/s.

The radiation pressure force has been used in particular for atomic beam deceleration (J.V. Prodan, W.D. Phillips, and H. Metcalf, Phys. Rev. Lett. 49, 1149 (1982)). The Doppler cooling was proposed by T.W. Hänsch and A. Shawlow (Opt. Commun. 13, 68 (1975)). A related cooling scheme for trapped ions was proposed the same year by D. Wineland and H. Dehmelt (Bull. Am. Phys. Soc. 20, 637 (1975)). The first observation of 3D laser cooling of neutral atoms was reported by S. Chu, L. Hollberg, J.E. Bjorkholm, A. Cable, and A. Ashkin, Phys. Rev. Lett. 55, 48 (1985), and the same group reported one year later the observation of atoms trapped at the focal point of a laser beam using the dipole force (Phys. Rev. Lett. 57, 314 (1986)). It was subsequently discovered experimentally in the group of W.D. Phillips that the temperature of laser cooled atoms could be much lower than the Doppler limit $k_B T = \hbar \Gamma / 2$ derived in this problem. This clear violation of Murphy’s law (an experiment working 10 times better than predicted!) was explained independently in terms of Sisyphus cooling by the groups of C. Cohen-Tannoudji and S. Chu (for a review, see e.g. C. Cohen-Tannoudji and W.D. Phillips, Physics Today, October 1990, p.33).
27. Quantum Motion in a Periodic Potential

The possibility to study accurately the quantum motion of atoms in standing light fields has been used recently in order to test several predictions relating to wave propagation in a periodic potential. We present in this chapter some of these observations related to the phenomenon of Bloch oscillations.

**Lemma: Unitary Transformation on a Quantum System**

Consider a system in the state $|\psi(t)\rangle$ which evolves under the effect of a Hamiltonian $\hat{H}(t)$. Consider a unitary operator $\hat{D}(t)$. Show that the evolution of the transformed vector

$$|\hat{\psi}(t)\rangle = \hat{D}(t)|\psi(t)\rangle$$

is given by a Schrödinger equation with Hamiltonian

$$\tilde{H}(t) = \hat{D}(t)\hat{H}(t)\hat{D}^\dagger(t) + i\hbar\frac{d\hat{D}(t)}{dt}\hat{D}^\dagger(t).$$

27.1 Band Structure in a Periodic Potential

The mechanical action of a standing light wave onto an atom can be described by a potential (see e.g. Chap. 26). If the detuning between the light frequency and the atom resonance frequency $\omega_A$ is large compared to the electric dipole coupling of the atom with the wave, this potential is proportional to the light intensity. Consequently, the one-dimensional motion of an atom of mass $m$ moving in a standing laser wave can be written

$$\hat{H} = \frac{\hat{P}^2}{2m} + U_0 \sin^2(k_0 \hat{X}),$$

where $\hat{X}$ and $\hat{P}$ are the atomic position and momentum operators and where we neglect any spontaneous emission process. We shall assume that $k_0 \approx \omega_A/c$ and we introduce the "recoil energy" $E_R = \hbar^2 k_0^2/(2m)$.

27.1.1.
(a) Given the periodicity of the Hamiltonian $\hat{H}$, recall briefly why the eigenstates of this Hamiltonian can be cast in the form (Bloch theorem):
\[ |\psi\rangle = e^{iqX} |u_q\rangle , \]

where the real number \( q \) (Bloch index) is in the interval \((-k_0, k_0)\) and where \( |u_q\rangle \) is periodic in space with period \( \lambda_0/2 \).

(b) Write the eigenvalue equation to be satisfied by \( |u_q\rangle \). Discuss the corresponding spectrum (i) for a given value of \( q \), (ii) when \( q \) varies between \(-k_0\) and \( k_0\).

In the following, the eigenstates of \( \hat{H} \) are denoted \( |n, q\rangle \), with energies \( E_n(q) \). They are normalized on a spatial period of extension \( \lambda_0/2 = \pi/k_0 \).

27.1.2. Give the energy levels in terms of the indices \( n \) and \( q \) in the case \( U_0 = 0 \).

27.1.3. Treat the effect of the potential \( U_0 \) in first order perturbation theory, for the lowest band \( n = 0 \) (one should separate the cases \( q = \pm k_0 \) and \( q \) “far from” \( \pm k_0 \)). Give the width of the gap which appears between the bands \( n = 0 \) and \( n = 1 \) owing to the presence of the perturbation.

27.1.4. Under what condition on \( U_0 \) is this perturbative approach reliable?

27.1.5. How do the widths of the other gaps vary with \( U_0 \) in this perturbative limit?

27.2 Bloch Oscillations

We suppose now that we prepare in the potential \( U_0 \sin^2(k_0x) \) a wave packet in the \( n = 0 \) band with a sharp distribution in \( q \), and that we apply to the atom a constant extra force \( F = ma \).

We recall the adiabatic theorem: suppose that a system is prepared at time 0 in the eigenstate \( |\phi_n^{(0)}\rangle \) of the Hamiltonian \( \hat{H}(0) \). If the Hamiltonian \( \hat{H}(t) \) evolves slowly with time, the system will remain with a large probability in the eigenstate \( |\phi_n^{(t)}\rangle \). The validity condition for this theorem is \( \hbar \langle \phi_m^{(t)} | \dot{\phi}_n^{(t)} \rangle \ll |E_m(t) - E_n(t)| \) for any \( m \neq n \). We use the notation \( |\dot{\phi}_n^{(t)}\rangle = \frac{d}{dt} |\phi_n^{(t)}\rangle \).

27.2.1. Preparation of the initial state. Initially \( U_0 = 0, a = 0 \) and the atomic momentum distribution has a zero average and a dispersion small compared to \( \hbar k \). We will approximate this state by the eigenstate of momentum \( |p = 0\rangle \). One “slowly” switches on the potential \( U_0(t) \sin^2(k_0x) \), with \( U_0(t) \leq E_R \).

(a) Using the symmetries of the problem, show that the Bloch index \( q \) is a constant of the motion.

(b) Write the expression of the eigenstate of \( H(t) \) of indices \( n = 0, q = 0 \) to first order in \( U_0 \).

(c) Evaluate the validity of the adiabatic approximation in terms of \( \dot{U}_0, E_R, \hbar \).
(d) One switches on linearly the potential $U_0$ until it reaches the value $E_R$. What is the condition on the time $\tau$ of the operation in order for the process to remain adiabatic? Calculate the minimal value of $\tau$ for cesium atoms ($m = 2.2 \times 10^{-25}$ kg, $\lambda_0 = 0.85$ $\mu$m.)

### 27.2.2. Realization of a constant force

Once $U_0(t)$ has reached the maximal value $U_0$ (time $t = 0$), one achieves a sweep of the phases $\phi_+(t)$ and $\phi_-(t)$ of the two traveling waves forming the standing wave. The potential seen by the atom is then $U_0 \sin^2(k_0 x - (\phi_+(t) - \phi_-(t))/2)$ and one chooses

$$\phi_+(t) - \phi_-(t) = k_0 at^2.$$

(a) Show that there exists a reference frame where the wave is stationary, and give its acceleration.

(b) In order to study the quantum motion of the atoms in the accelerated reference frame, we consider the unitary transformation generated by

$$\hat{D}(t) = \exp(\text{i}at^2 \hat{P} / 2\hbar) \exp(-\text{i}mat \hat{X} / \hbar) \exp(\text{i}ma^2 t^3 / (3\hbar)).$$

How do the position and momentum operators $\hat{X}$ and $\hat{P}$ transform? Write the resulting form of the Hamiltonian in this unitary transformation

$$\tilde{H} = \frac{\hat{P}^2}{2m} + U_0 \sin^2(k_0 \hat{X}) + ma \hat{X}.$$

### 27.2.3. Bloch oscillations

We consider the evolution of the initial state $n = 0, q = 0$ under the effect of the Hamiltonian $\tilde{H}$.

(a) Check that the state vector remains of the Bloch form, i.e.

$$|\psi(t)\rangle = e^{\text{i}q(t) \hat{X}} |u(t)\rangle,$$

where $|u(t)\rangle$ is periodic in space and $q(t) = -mat / \hbar$.

(b) What does the adiabatic approximation correspond to for the evolution of $|u(t)\rangle$? We shall assume this approximation to be valid in the following.

(c) Show that, up to a phase factor, $|\psi(t)\rangle$ is a periodic function of time, and give the corresponding value of the period.

(d) The velocity distribution of the atoms as a function of time is given in Fig. 27.1. The time interval between two curves is 1 ms and $a = -0.85$ ms$^{-2}$. Comment on this figure, which has been obtained with cesium atoms.
Fig. 27.1. Atomic momentum distribution of the atoms (measured in the accelerated reference frame) for $U_0 = 1.4 \ E_R$. The lower curve corresponds to the end of the preparation phase ($t = 0$) and the successive curves, from bottom to top, are separated by time intervals of one millisecond. For clarity, we put a different vertical offset for each curve.

27.3 Solutions

Lemma

The time derivative of $|\tilde{\psi}\rangle$ gives

$$i\hbar \dot{|\tilde{\psi}\rangle} = i\hbar \left( \hat{D}|\psi\rangle + \hat{D}|\dot{\psi}\rangle \right) = i\hbar \left( \hat{D}\hat{D}^\dagger + \hat{D}\hat{H}\hat{D}^\dagger \right) \hat{D}|\psi\rangle,$$

hence the results of the lemma.
Section 27.1

27.1.1. Bloch theorem

(a) The atom moves in a spatially periodic potential, with period $\lambda_0/2 = \pi/k_0$. Therefore the Hamiltonian commutes with the translation operator $\hat{T}(\lambda_0/2) = \exp(i\lambda_0 \hat{P}/(2\hbar))$ and one can look for a common basis set of these two operators. Eigenvalues of $\hat{T}(\lambda_0/2)$ have a modulus equal to 1, since $\hat{T}(\lambda_0/2)$ is unitary. They can be written $e^{iq\lambda_0/2}$ where $q$ is in the interval $(-k_0, k_0)$. A corresponding eigenvector of $\hat{H}$ and $\hat{T}(\lambda_0/2)$ is then such that

$$\hat{T}(\lambda_0/2)|\psi\rangle = e^{iq\lambda_0/2}|\psi\rangle$$

or in other words

$$\psi(x + \lambda_0/2) = e^{iq\lambda_0/2}\psi(x).$$

This amounts to saying that the function $u_q(x) = e^{-iqx}\psi(x)$ is periodic in space with period $\lambda_0/2$, hence the result.

(b) The equation satisfied by $u_q$ is:

$$-\frac{\hbar^2}{2m} \left( \frac{d}{dx} + i\chi \right)^2 u_q + U_0 \sin^2(kx) u_q = E u_q.$$

For a fixed value of $q$, we look for periodic solutions of this equation. The boundary conditions $u_q(\lambda_0/2) = u_q(0)$ and $u'_q(\lambda_0/2) = u'_q(0)$ lead, for each $q$, to a discrete set of allowed values for $E$, which we denote $E_n(q)$. The corresponding eigenvector of $\hat{H}$ and $\hat{T}(\lambda_0/2)$ is denoted $|\psi\rangle = |n, q\rangle$.

Now when $q$ varies in the interval $(-k_0, k_0)$, the energy $E_n(q)$ varies continuously in an interval $(E_n^{\text{min}}, E_n^{\text{max}})$. The precise values of $E_n^{\text{min}}$ and $E_n^{\text{max}}$ depend on the value of $U_0$. The spectrum $E_n(q)$ is then constituted by a series of allowed energy bands, separated by gaps corresponding to forbidden values of energy. The interval $(-k_0, k_0)$ is called the first Brillouin zone.

27.1.2. For $U_0 = 0$, the spectrum of $\hat{H}$ is simply $\hbar^2 k^2/(2m)$ corresponding to the eigenstates $e^{ikx}$ (free particle). Each $k$ can be written: $k = q + 2nk_0$ where $n$ is an integer, and the spectrum $E_n(q)$ then consists of folded portions of parabola (see Fig. 27.2a). There are no forbidden gaps in this case, and the various energy bands touch each other ($E_n^{\text{min}} = E_n^{\text{max}}$).

27.1.3. When $q$ is far enough from $\pm k_0$, the spectrum of $\hat{H}$ has no degeneracy, and the shift of the energy level of the lowest band $n = 0$ can be obtained using simply:

$$\Delta E_0(q) = \langle 0, q|U_0 \sin^2(k_0 \hat{X})|0, q\rangle$$

$$= \frac{k_0}{\pi} \int_{0}^{\pi/k_0} e^{-iqx} U_0 \sin^2(k_0 x) e^{iqx} dx = \frac{U_0}{2}.$$
Fig. 27.2. Structure of the energy levels $E_n(q)$ (a) for $U_0 = 0$ and (b) $U_0 = E_R$.

When $q$ is equal to $\pm k_0$, the bands $n = 0$ and $n = 1$ coincide and one should diagonalize the restriction of $U(x)$ to this two-dimensional subspace. One gets

$$\langle 0, k_0 | U_0 \sin^2(k_0 \hat{X}) | 0, k_0 \rangle = \langle 1, k_0 | U_0 \sin^2(k_0 \hat{X}) | 1, k_0 \rangle = \frac{U_0}{2},$$

$$\langle 0, k_0 | U_0 \sin^2(k_0 \hat{X}) | 1, k_0 \rangle = \langle 1, k_0 | U_0 \sin^2(k_0 \hat{X}) | 0, k_0 \rangle = -\frac{U_0}{4}. $$

The diagonalization of the matrix

$$\frac{U_0}{4} \begin{pmatrix} 2 & -1 \\ -1 & 2 \end{pmatrix}$$

gives the two eigenvalues $3U_0/4$ and $U_0/4$, which means that the two bands $n = 0$ and $n = 1$ do not touch each other anymore, but that they are separated by a gap $U_0/2$ (see Fig. 27.2b for $U_0 = E_R$).

27.1.4. This perturbative approach is valid if one can neglect the coupling to all other bands. Since the characteristic energy splitting between the band $n = 1$ and the band $n = 2$ is $4E_R$, the validity criterion is

$$U_0 \ll 4E_R.$$  

27.1.5. The other gaps open either at $k = 0$ or $k = \pm k_0$. They result from the coupling of $e^{i n k_0 x}$ and $e^{-i n k_0 x}$ under the influence of $U_0 \sin^2(k_0 x)$. This coupling gives a non-zero result when taken at order $n$. Therefore the other gaps scale as $U_0^n$ and they are much smaller than the lowest one.
Section 27.2

27.2.1. Preparation of the initial state.

(a) Suppose that the initial state has a well defined Bloch index $q$, which means that

$$\hat{T}(\lambda_0/2)|\psi(0)\rangle = e^{i q \lambda_0/2} |\psi(0)\rangle .$$

At any time $t$, the Hamiltonian $\hat{H}(t)$ is spatially periodic and commute with the translation operator $\hat{T}(\lambda_0/2)$. Therefore the evolution operator $\hat{U}(t)$ also commutes with $\hat{T}(\lambda_0/2)$. Consequently:

$$\hat{T}(\lambda_0/2)|\psi(t)\rangle = \hat{T}(\lambda_0/2)\hat{U}(t)|\psi(0)\rangle = \hat{U}(t)\hat{T}(\lambda_0/2)|\psi(0)\rangle ,$$

$$= e^{i q \lambda_0/2} |\psi(t)\rangle ,$$

which means that $q$ is a constant of motion.

(b) At zeroth order in $U_0$, the eigenstates of $H$ corresponding to the Bloch index $q = 0$ are the plane waves $|k = 0\rangle$ (energy 0), $|k = \pm 2k_0\rangle$ (energy $4E_R$), ... At first order in $U_0$, in order to determine $|n = 0, q = 0\rangle$, we have to take into account the coupling of $|k = 0\rangle$ with $|k = \pm 2k_0\rangle$, which gives

$$|n = 0, q = 0\rangle = |k = 0\rangle + \sum_{\epsilon = \pm} \frac{\langle k = 2\epsilon k_0 | U_0 \sin^2 k_0 x | k = 0 \rangle}{4E_R} |k = 2\epsilon k_0\rangle .$$

The calculation of the matrix elements is straightforward and it leads to

$$\langle x | n = 0, q = 0 \rangle \propto 1 + \frac{U_0(t)}{8E_R} \cos(2k_0 x) .$$

(c) The system will adiabatically follow the level $|n = 0, q = 0\rangle$ as the potential $U_0$ is raised, provided for any $n'$

$$\hbar \langle n', q = 0 | \left( \frac{d |n = 0, q = 0\rangle}{dt} \right) \ll E_{n'}(0) - E_0(0) .$$

Using the value found above for $|n = 0, q = 0\rangle$ and taking $n' = \pm 1$, we derive the validity criterion for the adiabatic approximation in this particular case:

$$\hbar \dot{U}_0 \ll 64 E_R^2 .$$

(d) For a linear variation of $U_0$ such that $U_0 = E_R t/\tau$, this validity condition is

$$\tau \gg \hbar/(64 E_R) ,$$

which corresponds to $\tau \gg 10 \mu s$ for cesium atoms.
27.2.2. Realization of a constant force.

(a) Consider a point with coordinate $x$ in the lab frame. In the frame with acceleration $a$ and zero initial velocity, the coordinate of this point is $x' = x - at^2/2$. In this frame, the laser intensity varies as $\sin^2(kx')$, corresponding to a "true" standing wave.

(b) Using the standard relations $[\hat{X}, f(\hat{P})] = i\hbar f'(\hat{P})$ and $[\hat{P}, g(\hat{X})] = -i\hbar g'(\hat{X})$, one gets

$$\dot{\hat{X}}\dot{\hat{X}}^\dagger = \dot{X} + \frac{at^2}{2} \quad \dot{\hat{P}}\dot{\hat{P}}^\dagger = \dot{P} + mat .$$

The transformed Hamiltonian $\hat{\tilde{H}} \hat{\tilde{H}}^\dagger$ is

$$\hat{\tilde{H}}\hat{\tilde{H}}^\dagger = \frac{1}{2m} \left( \dot{\hat{P}} + mat \right)^2 + U_0 \sin^2(k_0 \hat{X}) ,$$

and the extra term appearing in $\tilde{H}$ can be written

$$i\hbar \frac{d}{dt} \hat{\tilde{H}}^\dagger = -at\dot{\hat{P}} + ma\dot{\hat{X}} - \frac{ma^2 t^2}{2} .$$

Summing the two contributions, we obtain

$$\tilde{H} = \frac{\dot{\hat{P}}^2}{2m} + U_0 \sin^2(k_0 \hat{X}) + ma\hat{X} .$$

This Hamiltonian describes the motion of a particle of mass $m$ in a periodic potential, superimposed with a constant force $-ma$.

27.2.3. Bloch oscillations.

(a) The evolution of the state vector is $i\hbar |\dot{\psi}\rangle = \tilde{H} |\psi\rangle$. We now put $|\psi(t)\rangle = \exp(-i mat \hat{X}/\hbar)|u(t)\rangle$ and we look for the evolution of $|u(t)\rangle$. We obtain after a straightforward calculation

$$i\hbar \frac{\partial u(x, t)}{\partial t} = -\frac{\hbar^2}{2m} \left( \frac{\partial}{\partial x} - \frac{i mat}{\hbar} \right)^2 u(x, t) + U_0 \sin^2(k_0 x) u(x, t) .$$

Using the structure of this equation, and using the initial spatial periodicity of $u(x, 0)$, one deduces that $u(x, t)$ is also spatially periodic with the same period $\lambda_0/2$.

(b) The adiabatic hypothesis for $|u(t)\rangle$ amounts to assume that this vector, which is equal to $|u_{n=0, q=0}\rangle$ at $t = 0$, remains equal to $|u_{0, q(t)}\rangle$ at any time. The atom stays in the band $n = 0$.

(c) Consider the duration $T_B = 2\hbar k_0/(ma)$ during which $q(t)$ is changed into $q(t) - 2k_0$. Since $2k_0$ is the width of the Brillouin zone, we have $|u_{n, q - 2k_0}\rangle \equiv |u_{n, q}\rangle$. Consequently, when the adiabatic approximation is valid, the state $|\psi(t + T_B)\rangle$ coincides (within a phase factor) with the state $|\psi(t)\rangle$. Since this phase factor does not enter in the calculation of physical quantities such as position or momentum distributions, we expect that the evolution of these quantities with time will be periodic with the period $T_B$. 
(d) We first note that the initial distribution is such that the average momentum is zero, and that the momentum dispersion is small compared with \( \hbar k_0 \), as assumed in this problem. Concerning the time evolution, we see indeed that the atomic momentum distribution is periodic in time, with a period \( T_B \approx 8 \text{ ms} \), which coincides with the predicted value \( 2\hbar k_0 / (ma) \). Finally we note that the average momentum increases quasi-linearly with time during the first 4 ms, from 0 to \( \hbar k_0 \). At this time corresponding to \( T_B / 2 \), a "reflection" occurs and the momentum is changed into \( -\hbar k_0 \). During the second half of the Bloch period (from 4 ms to 8 ms) the momentum again increases linearly with time from \( -\hbar k_0 \) to 0. At the time \( T_B / 2 \), the particle is at the edge of the Brillouin zone \( (q = \pm k_0) \). This is the place where the adiabatic approximation is the most fragile since the band \( n = 1 \) is then very close to the band \( n = 0 \) (gap \( U_0 \)). One can check that the validity criterion for the adiabatic approximation at this place is \( maE_R \ll k_0 U_0^2 \), which is well fulfilled in the experiment. The reflection occurring at \( t = T_B / 2 \) can be viewed as a Bragg reflection of the atom with momentum \( \hbar k_0 \) on the periodic grating \( U_0 \sin^2(kx) \).

This paradoxical situation, where a constant force \( ma \) leads to an oscillation of the particle instead of a constant acceleration, is called the Bloch oscillation phenomenon. It shows that an ideal crystal cannot be a good conductor: when one applies a potential difference at the edge of the crystal, the electrons of the conduction band feel a constant force in addition to the periodic potential created by the crystal and they should oscillate instead of being accelerated towards the positive edge of the crystal. The conduction phenomenon results from the defects present in real metals.
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